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2 Abstract 

Thermoelectric (TE) devices attract extensive interest due to their ability to 

convert heat into electrical energy.  Among all TE properties, the thermal conductivity 

(κ) determines the conversion efficiency of TE devices, and can be described as a sum 

of two components, namely the lattice and electronic contributions, defined as κp and 

κe, respectively. Formation of second phases, as well as other nanometer-size features, 

plays a significant role in determination of the TE transport properties due to chiefly 

reduction of κp by phonon scattering, as well as variation of the Seebeck coefficient, 

S, and the electrical conductivity, σ. PbTe-based compounds establish an important 

class of TE materials due to their high melting point (1190 K) and relatively high zT 

at the mid-temperature range (600-800 K). The Pb-Te-Ag system is of prime interest 

due to its potential of forming Ag-rich precipitates dispersed in the PbTe-matrix. 

Investigation of the microstructure evolution of this system enabled us to predict the 

applicability regime of this system in service temperatures, and this involves both 

thermodynamic and kinetic aspects.  

Herein, we apply first-principles calculations to evaluate the diffusion coefficients 

of silver atoms in a lead-telluride matrix. We determine both the activation energy for 

diffusion and the pre-exponential diffusion coefficient for the interstitial mechanism 

using the transition state theory (TST) to be 1.08∙10-5 cm2⸱s-1 and 52.9 kJ⸱mole-1, 

respectively. These values are compared with experimental data, and indicate that the 

characteristic times required for significant microstructure evolution in these 

compounds can be as short as 15 min. under service temperature (380 °C).  

We synthesize materials applying vacuum melting and homogenization, followed 

by milling. We preform homogenization at 700 °C and aging heat treatments at 380 

°C for duration up to 100 h to control nucleation and growth of Ag-rich phases. We 

track the microstructure evolution of Ag-doped PbTe alloys for different aging times 

at 380 °C using x-ray diffraction (XRD), and investigate the microstructure evolution 

rate, showing significant changes taking place during ca. 1 h.  

Some of the powders are hot-pressed to create bulk samples. In-situ heating 

experiments were performed to measure the thermal conductivity using laser flash 

analysis (LFA) technique, and electronic transport coefficients employing a dedicated 
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four-point probe system equipped with micro heating segments. We found that in the 

first few hours of the in-situ experiments, there were rapid changes for all samples in 

both electronic properties (Seebeck coefficient and electrical conductivity) and 

thermal conductivity.  

This study provides us with predictive information on the thermal stability of 

PbTe-based compounds, thereby evaluating the kinetics of phase transformations in 

these compounds, and is useful to further improve our ability to control nucleation and 

growth of Ag-rich precipitates in PbTe. 

3 Introduction 

The emerging global need for energy production, conservation, and management 

has intensified interest in more effective renewable sources, including solar, wind, 

biomass, and others. Another potential source of renewable power is electricity from 

heat sources using TE materials. TE generators (TEGs) are solid-state devices that 

directly convert thermal energy into electrical energy and vice versa. This process is 

based on the Seebeck effect, which is the appearance of electrical voltage due to 

temperature gradient across a material.  

Application of TE devices in daily life strongly depends on their thermodynamic 

conversion efficiency, which is determined by the TE figure of merit (zT). Better TE 

performance, which means an increased zT, is manifested in a large Seebeck 

coefficient, high electrical conductivity, and low thermal conductivity. These three 

requirements are usually contradictory, which makes the development of TE materials 

a grand challenge from the point of view of material science. Furthermore, these 

properties are highly sensitive to the finest features of microstructure.  

The PbTe compound and its derivatives are an important class of TE materials 

due to their high melting point (1190K), low relative zT and relatively low-temperature 

applications (600-800K). The crystallographic structure of PbTe is rocksalt (NaCl 

structure). The Pb-Te-Ag system features an advantage due to its potential of forming 

Ag2Te precipitates, which are expected to serve as phonon scattering centers in the 

PbTe matrix, thus reducing lattice thermal conductivity (κp). A big advantage is the 

fact that the growth of Ag2Te inside the PbTe matrix can be controlled according to 
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the equilibrium phase diagram of the pseudo-binary PbTe– Ag2Te system. There are 

many reports showing that the maximum zT values for doped PbTe can exceed 1.5.1 

The present study focuses on the Ag-doped PbTe system, which has the 

potential of forming Ag-rich precipitates dispersed in a PbTe-based solid solution. The 

Ag2Te precipitates are expected to serve as phonon-scattering centers, thereby 

reducing lattice thermal conductivity and increasing its zT value. The degradation rate 

of a TE power generator based on such compounds led us to investigate in this work 

the implications for thermal stability and performance degradation of TE devices, 

based on nanostructured compounds. The goals of this research are to quantitatively 

evaluate diffusion coefficients of Ag-atoms in PbTe for the temperature range of 300 

through 800 K and to estimate the kinetics of Ag2Te precipitates evolution, applying 

computational and experimental methods. This will help us determine the effects on 

TE transport coefficients. The present research is based on previous M.Sc. studies 

conducted by Mr. Ariel Sheskin and Mr. Tom Grossfeld at the Thermoelectric 

Materials Research Group, Technion, and introduces further progress.  

 

4 Literature review 

4.1 Basics of Thermoelectricity 

4.1.1 The Thermoelectric Effect 

In 1822 T. Seebeck observed that a circuit made from two dissimilar metals 

with junctions at different temperatures deflects a compass magnet. 2 Today, the 

Seebeck effect is realized as generation of open-circuit electric potential (voltage) due 

to temperature difference; it drives an electric current in a closed circuit. 

During the 19th century, other TE effects were observed. In 1834, production 

of heat flux by electric current was observed by J. Peltier, which was later denoted as 

the Peltier effect. In 1851, Thomson detected the release or absorption of heat when 

an electric current passes through a circuit composed of a single material subjected to 

temperature gradient; this effect is known as the Thomson effect. 3,4 

In 1909, E. Altenkirch5,6 was the first to use the constant property model to 

derive the maximum efficiency of a TE generator (TEG), and later (1911) he described 
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the performance of a TE cooler. A significant progress was made during the 1930’s, 

since the discovery of semiconducting materials, in which Seebeck coefficients greater 

than 100 μV/K were obtained. In 1949 A. Ioffe developed the modern theory of 

thermoelectricity using the concept of the 'figure of merit' zT, by incorporating several 

parameters into a single parameter expressing the efficiency of TE devices. Ioffe was 

also one of the pioneers  to employ doping to reduce lattice thermal conductivity by 

creating point defects.7 The industrial applicability of TE materials is their ability to 

convert temperature difference into electricity and vice versa, as green energy 

conversion. Such materials can be utilized to convert waste heat into useful electricity, 

for example, in spacecrafts, in manufacturing industries, or in the automotive industry.  

TEGs have become widely utilized for radioisotope power systems in space 

applications using radioisotope thermoelectric generators (RTGs).8 For example, 

space exploration missions require safe, reliable, long-life power systems to provide 

electricity to spacecrafts with no need to replace batteries. A proven capable source of 

power is the RTG. RTGs are devices that generate electrical power by converting the 

heat released from the nuclear decay of radioactive isotopes (typically plutonium-238) 

into electricity using an adjacent TE. 

RTGs have been successfully used to power several space missions; some of 

them have been operating for more than three decades in the inter-stellar space. 9 

Historically, TE technology has only occupied niche areas for space applications. 

Figure 1 - (a). The Mars land rover, Curiosity, powered by a radioactive 

thermoelectric generator (RTG, the dark cylinder on rear). (b). A typical structure of 

an RTG. 
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Recent materials advances as well as the increasing awareness to energy and 

environmental conservation have rekindled prospects for automotive and other 

applications of TE materials. 9 

 The Seebeck effect 

Charge carriers in metals or semiconductors can carry both heat and charge, 

resulting in the TE effect. When a TE material is subjected to a temperature gradient, 

the charge carriers at the hot side gain higher electrostatic potential than those at the 

cold side. This generates an electrostatic field, or voltage, which is referred to as the 

Seebeck effect.  

 

Figure 2 – TE device converts heat flux into electrical energy from a temperature 

gradient. The difference in sign is determined by the Seebeck coefficient for n-type 

and p-type semiconductors.  

The ratio of the voltage generated by this process to the temperature difference is 

defined as the Seebeck coefficient, or thermopower, is expressed as: 

 𝑆 ≡
Δ𝑉

Δ𝑇
 (1) 

The Seebeck coefficient also can be represented as an integral of electron energy states 

over the conductivity:10 
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 𝑆 = −
𝑘𝐵

𝑒
∫ (

𝐸 − 𝐸𝑓

𝑘𝐵𝑇
)

𝜎(𝐸)

𝜎

𝜕𝑓0(𝐸)

𝜕𝐸
 𝑑𝐸 (2) 

where kB is the Boltzmann constant, 𝑓0(𝐸) is the Fermi distribution function, σ is the 

electrical conductivity (𝜎 = 𝑒𝑛𝜇𝑒; n and 𝜇𝑒 are the electron density and mobility, 

respectively), Ef is the Fermi energy, and e is an elementary unit charge. Considering 

the different signs of E-Ef for n-type and p-type materials, the sign of the Seebeck 

coefficient determines the polarity of the TE material. Positive Seebeck coefficients 

indicate p-type semiconductors, and negative values indicate n-type semiconductors. 

 

 The Peltier effect 

In the Peltier effect heat is absorbed or released while current passes through 

the material. In such case, charge carriers carry heat, as well. As a result, one side of 

the conductor will be heated while the other side will be cooled. Similarly, when 

electric current passes between two dissimilar materials, heat can be released or 

absorbed at this junction, depending on the differences between the Fermi energies of 

both materials. The rate of Peltier heat generation is expressed by:  

 �̇� = Π𝐼 (3) 

where Π is the Peltier constant and I is the current. 

 

4.1.2 Thermoelectric material properties 

Both thermal and electronic transport properties of TE materials are essential, 

as they dictate the device conversion efficiency. In the following section, we will 

present a brief description of the most relevant properties. 

 Thermal conductivity 

Thermal conductivity is defined as the rate at which heat is transferred by 

conduction across a unit cross-section area of a material for a given temperature 

gradient. Thermal conduction can occur through two main mechanisms, conduction 

through the lattice vibrations (phonons) or through electrons. Metals are considered 

good thermal conductors, in which free electrons carry the major part in of heat. 

Conversely, non-metallic solids transfer heat by phonons mainly. The heat produced 

per unit time, �̇�, is proportional to the thermal gradient, as described by Fourier's law: 
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 �̇� = −𝜅
𝑑𝑇

𝑑𝑥
 (4) 

where 𝜅 is the thermal conductivity, and is directly related to the thermal diffusivity, 

α, and to the volumetric heat capacity, Cp , as follows 

  𝜅 = 𝛼𝜌𝐶𝑝 (5) 

All of these properties are temperature-dependent.  

The thermal conductivity can be described as a sum of two components: the 

lattice and electronic contributions, defined as κp and κe, respectively.  

 𝜅 = 𝜅𝑒 + 𝜅𝑝 (6) 

The electronic contribution to the total thermal conductivity is linearly proportional to 

the electrical conductivity and to the temperature, which is expressed by the 

Wiedemann-Franz rule:11 

 𝜅𝑒 = 𝐿0𝜎𝑇 (7) 

L0 is the Lorenz number, which is commonly approximated by 2.45∙10-8 WΩK-2 for 

either metals or semiconductors in their degenerate limit.  

Significant deviations from this constant value occur for non-degenerate 

semiconductors, where the nearly free electron approximation is not valid. A semi-

empirical expression for the Lorenz number, valid for many chalcogenide-based 

semiconductors, was proposed by Kim et al.:12 

 𝐿 = 1.5 + exp (−
|𝑆|

116
) (8) 

Here, L is given in the units of 10-8 WΩK-2 and S in µV/K. As shown by Kim et al., 

this relation is accurate within 20% for PbTe and PbSe.  

 

 Figure of Merit and Thermoelectric Efficiency 

The conversion efficiency of a given TE material depends on the materials’ 

properties, and is quantified by a dimensionless TE figure of merit, defined as zT: 

 𝑧𝑇 = 𝑆2
𝜎

𝜅
𝑇 (9) 

Optimization of zT is difficult, since S, 𝜅, and 𝜎 are inter-related. For example, increase 

of the electrical conductivity by increase of the charge carrier concentration should 

result in increased thermal conductivity, as well. Furthermore, this leads to decrease 
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of S, as realized from equations 2 and 6. Since the electronic contribution to the thermal 

conductivity grows linearly with the electrical conductivity, it is beneficial to reduce 

the total thermal conductivity by treating its lattice component individually, thereby 

increasing zT. To summarize, optimization of zT requires fine-tuning of several 

material properties. 

 

4.2 PbTe-based compounds 

4.2.1 Pure PbTe 

TE materials are classified into several groups based on their operating 

temperature range. The lead telluride compound, PbTe, is a mid-temperature (600-800 

K)13 TE material. It has a high melting temperature (1190 K) and good chemical 

stability. Its maximum operating temperature is 900 K. A Pb-Te binary phase diagram 

is presented in Figure 3. 

Figure 3 – (a) A binary phase diagram of the lead-telluride system. (b) A zoomed-in 

chart of the PbTe region around the 50 at. % Te concentration, showing a stable single-

phase region for different temperatures.14 

PbTe crystallizes in the NaCl crystal structure (rocksalt) with Pb atoms 

occupying the cationic and Te occupying the anionic sites. The maximum zT values of 

PbTe have been reported to range between 0.8 and 1.0 at ~ 650 K and the TE properties 
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of PbTe have been thoroughly investigated.15 Thus, PbTe is one of the most widely 

used TE materials for space application.9 Table I displays some of the relevant physical 

properties of PbTe.16–18 

 

Table I – Physical properties of PbTe. 

Property Symbol Value 

Debye temperature 𝜃𝐷 [𝐾] 136 

Charge carrier 

concentration 
𝑛 [

1

𝑐𝑚3
] 

2.6 ∙ 1018 

Charge carrier mobility 
𝜇  [

𝑐𝑚2

𝑉 ∙ 𝑠
] 

383 

Lattice constant 𝑎 [𝐴] 6.454 

Density 𝜌 [
𝑔

𝑐𝑚3
] 8.24 

Grüneisen parameter 𝛾 1.96 

Longitudinal sound 

velocity 

𝜈𝐿  [
𝑚

𝑠
] 3596 

Transverse sound 

velocity 

𝜈𝑆  [
𝑚

𝑠
] 1610 

Average sound velocity 𝜈𝐴  [
𝑚

𝑠
] 1770 

Young’s modulus 𝐸[𝐺𝑃𝑎] 27.7 

 

The ratio of the lattice thermal conductivity to the total thermal conductivity is 

also an important property of PbTe. The lattice thermal conductivity is about 2.2 

W/mK at room temperature, which is about 90 % of the total thermal conductivity and 

decreases with increasing temperature. This implies that control of thermal 

conductivity via second-phase nucleation is plausible.   

The direct bandgap of PbTe is 0.31 eV at 300 K, 16 which is optimized for 

power generation applications and can be doped either n-type or p-type with 

appropriate dopants or anti-site defects (Te-rich PbTe is p-type, while Pb-rich PbTe is 

n-type); thus, the sign of Seebeck coefficient can be controlled. A common way to 
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control the magnitude of the Seebeck coefficient is by doping, in which Seebeck 

coefficients above 200 μV/K can be obtained. In the following work, we investigate 

the formation of Ag-rich second-phases such as Ag2Te-precipitates in the PbTe-

matrix.  

 

4.3 Synthesis methods common to PbTe compounds 

Many PbTe compounds have been studied as TE materials for many years. A 

variety of appropriate synthesis procedures were investigated for these alloys. Herein, 

we present the major ones.19 

 

4.3.1 Hot-pressing 

During the 1960's NASA produced PbTe thermoelements by hot-pressing (HP) 

of powders. The dies used for the HP process were baked out at or near the HP 

temperature to eliminate release of volatile impurities into the compacted powder. The 

top and bottom faces of the punches were coated with fine Al2O3 powder to ensure 

easy removal of the pressed pellet. The die was then heated to a temperature of 744 °C 

at inert argon atmosphere under pressure of 1.25 psi for 15-5 min.20 

 

4.3.2 Spark plasma sintering  

The pioneering works related to the spark plasma sintering (SPS) process 

started in 1906. SPS was developed by A. Bloxam, who was the first to use direct 

current resistance sintering apparatus. SPS, also known as field assisted sintering 

technique, is a pressure-assisted pulsed-current process, in which the powder is loaded 

into an electrically conducting die, and then sintered under a uniaxial pressure. SPS is 

one of the common methods for PbTe sintering.21 In 2012, Biswas et al. 1 reported on 

a remarkable PbTe-based compound performance (zT=2.2) prepared using SPS. In 

their work, elemental Pb and Te were sealed in a quartz vial under Ar atmosphere and 

held at 975 °C for 2 h and, subsequently, quenched in water followed by 

homogenization heat treatment at 600 °C for 24 h. The density of the sample has 98% 

of the theoretical value. 
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4.3.3 Sol-gel process 

The sol-gel method offers an advantage  of low temperature preparation, higher 

purity, and better homogeneity, and has opened a new approach to the development of 

materials for nonlinear optical applications, partly PbTe-based.22 An example for such 

preparation can be found at Ganguly et al.’s work.23 In his work, nanometric PbTe gels 

and aerogels were prepared using a solution contains lead acetate trihydrate with oleic 

acid and 1-octadecene. After heating at 170°C for 30 minutes in an inert atmosphere 

the solution mixed with a solution of trioctylphosphine telluride and quenched in a 

cold-water bath. Finally, to grow the NPs they add hexane as the solvent and acetone 

as the anti-solvent followed by separation via centrifugation.  

 

4.3.4 Microwave synthesis 

A rapid and reliable process to synthesize nanocrystals of PbTe-based alloys is 

solid-state microwave synthesis. In this method, a precursor (powder containing Pb 

and Te) is sealed at 10-5 mbar in a quartz ampoule and exposed to microwave radiation 

in a microwave oven for a certain duration. For example, Hmood et al. exposed ingots 

of a PbSe1-xTex alloy to microwave radiation operating at 2.54 GHz for ca. 25 min. 

This technique can be used to synthesize nanocrystals of 15–100 nm size.24 

4.3.5 Ag-alloyed PbTe 

 Importance of second-phase nucleation 

Proper nucleation of second-phases can provide a significant effect on lattice 

thermal conductivity reduction when the distance between the precipitates (d) is 

between the mean free paths (MFPs) of the electrons (ca. 10 nm) and the phonons (100 

nm on average, depending on wavelength). In such cinrcumstances, phonons are 

scattered, which leads to reduction of the thermal conductivity, whereas electrons are 

not scattered, which ideally means no reduction of electrical conductivity, Figure 4.  
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Figure 4 - The effects of Ag-rich precipitates on both charge carrier and phonon 

scattering. The black arrows represent electrons, and the wavy blue arrows represent 

phonons. 

Formation of second-phases, lattice strains, as well as other nanometer-size features, 

plays a significant role in determination of the TE transport properties. It was also 

found that the key parameters determining the transport coefficients are the precipitate 

number density (Nv) - the number of precipitates per unit volume, and the matrix 

concentration.25 In order to analyze the precipitates’ evolution, Ariel Sheskin, a former 

member in our group, performed a combined transmission electron microscopy (TEM) 

and atom probe tomography (APT) analysis, and his main results are summarized in 

Figure 5. 26   
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The number density, calculated from the APT data, shows an opposite behavior to the 

thermal conductivity. As expected, the thermal conductivity was found to decrease 

with the increase of the number density. The changes in the transport coefficients were 

attributed to the nucleation process during the first 6 h and to the coarsening process 

during the subsequent 42 h. Figure 5 reveals two important conclusions:  

1. Microstructure evolution takes place rapidly. 

2. It greatly affects the TE performance.  

 

 The Ag2Te phase (Hessite) 

In some PbTe-based systems, strong reduction of the lattice thermal 

conductivity has also been observed with increasing values of Ag2Te percipitates’ 

number density. Needle-like α-Ag2Te precipitates, 100–200 nm long and  50–100 nm 

Figure 5 - Atom probe tomography (APT) reconstructions taken from an as-quenched 

alloy and those aged for 6 h and 48 h at 380 °C show that the precipitates’ size decreased 

rapidly during 6 h aging and increased during the subsequent 42 h.  
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thick, were uniformly distributed in the PbTe-matrix by fine control of the material 

synthesis conditions, based on the equilibrium phase diagrams.27–31 

Despite the relatively large Ag2Te precipitates, incorporation of Ag2Te into the 

PbTe-matrix led to reduction of the lattice thermal conductivity from 0.93  down to 

0.85 Wm-1K-1 for a temperature of 300 °C after 6 h aging at 380 °C, a 10% smaller 

thermal conductivity.18 The second phase α-Ag2Te is a thermodynamically stable phase. 

The PbTe/Ag2Te system is described by a quasi-binary phase diagram, as shown in 

Figure 6.   

Figure 6 – A quasi-binary Ag2Te-PbTe phase diagram. The dashed red line indicates 

an optional composition heat-treated at different conditions, indicated by the red 

dots.29 

  As shown in Figure 6, the α-Ag2Te phase is thermodynamically favored at 

temperatures within the operation conditions of PbTe-based TEGs (140 -694 °C).  The 

α-Ag2Te phase has an FCC crystal structure (space group Fm3̅m and lattice parameter 

a = 6.63Å at 400 °C) with Te atoms residing at FCC sites; half of the Ag atoms occupy 

the [1/4, 1/4, 1/4] positions, and the rest occupy interstitial sites.29,32 For temperatures 

below 140 °C, the α-Ag2Te phase transforms into the monoclinic phase β-Ag2Te with 

the P21/c space group with a= 8.09 Å, b= 4.48 Å, c = 8.96 Å and β= 123.2°. There are 
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five known stable solid phases in the Ag-Te system: Pure Ag (FCC) (Ag), Pure Te 

(hexagonal), Ag2Te, Ag1.9Te, and Ag5Te3. The Ag-Te phase diagram assessed based 

on experimental measurements, at atmospheric pressure is shown in Figure 7.  

 

Figure 7 – Ag-Te phase diagram.33,34  

 The AgTe phase (Empressite) 

In 1914, the Empressite mineral was revealed in the Empress-Josephine Mine 

by Prof. R. D. George of the University of Colorado.35 The natural mineral Empressite 

found to correspond to the atomic ratio Ag:Te, as recorded in JCPDS 04-014-6681. 

Empressite is considered a rare mineral that usually coexists with Hessite (Ag2Te) and 

Stützite (Ag7Te4).
36 Empressite is a metastable phase and, therefore, does not appear 

in the Ag-Te binary phase diagram. The mineral Empressite can be observed below 

210 °C, as differential thermal analysis (DTA) implies, while above this temperature 

it decomposes into Stützite and native tellurium.34,36 Bindi investigated this phase 

using in-situ x-ray single-crystal diffraction in the temperature range 25–190 °C and 

also concluded that AgTe remains stable with an orthorhombic crystal structure.36 
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Sheskin et al.,28 however, identified the 1:1 Ag-Te stoichiometry after quenching of 

homogenized samples at 700 °C for 48 h. They found that needle-like precipitates as 

long as 100 nm with diameter between 10 and 100 nm exhibited an Ag/Te ratio of 

nearly 2:1, whereas smaller ones (1−10 nm diameter)exhibited a ratio of nearly 1:1. 

As a side-effect, small precipitates induce a high degree of coherency strain fields into 

the matrix; as the precipitates grow, they lose their coherency, which leads to strain 

relief. This implies that the Ag:Te spherical precipitates can be regarded as seeds for 

nucleation of  needle-like Ag2Te precipitates in the subsequent annealing stages.28 

 

 The AgTe3 phase 

AgTe3 was first discovered using x-ray analysis by Luo et al.37 during rapid 

cooling from a melt containing 20-30 at. % Ag heated at a temperature range of 650 - 

750°C. Range et al.38 described the pressure and temperature relations in AgTe3 using 

high-pressure differential thermal analysis (HP-DTA), Figure 8. 

 

Figure 8 – Pressure and temperature-relations in the silver-tellurium system at 75 at-

% Te. Phase boundaries are given as least-square-fitted curves, and the dotted lines 

represent metastable transitions. 
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AgTe3 is a metastable phase formed during rapid cooling or under high pressures. As 

showed by Range et al., rapid quenching of alloys with a 1:3 ratio of Ag/Te from 

an equilibrated melt above 365 °C at a pressure of 1 atm. always produce a certain 

portion of the metastable AgTe3 phase. Moreover, decomposition of this phase 

requires high-temperature annealing. AgTe3 phase is also found to become a stable 

phase only at high pressures (above 400 MPa).38 In 1964, the metallic AgTe3 phase 

was found to be superconducting below 2.6 K by Luo et al.,39 though not in its stable 

state. In 1982, Range et al.40 described the decomposition of the rhombohedral AgTe3 

into its thermodynamically stable state by its color change from gold to silver. As 

follows from JCPDS 04-004-8714, its lattice parameters are a=8.645 Å, c=5.272 Å. 

 Ag-based PbTe solid solutions 

The silver atoms occupation state is of an amphoteric nature,28,41 which 

influences the electrical properties of the material. Sometimes the silver atoms occupy 

interstitial sites, thus act as donors (n-type), while sometimes they occupy Pb-

substitution sites, thus act as acceptors (p-type), since Pb atoms are divalent and Ag-

atoms are monovalent. Figure 3 demonstrates this concept based on a previous study 

done by our group. 28,41 It was found that the site-occupation of Ag atoms is a function 

of their concentration [C], as well as temperature and aging time [ta].  

The following findings were reported by us recently: 28,41 (1) The concentration 

of Ag-atoms dissolved in the PbTe-matrix decreases upon aging at 380°C. (2) 

Nucleation of Ag-rich precipitates takes place up to 6 h aging with the highest number 

density (Nv), and the onset of coarsening is between 6 and 48 h, see Figure 9.   
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Figure 9 - (a) Aging time can modify the p/n-type polarity of an Ag-doped PbTe 

system, as manifested by p-to-n transition for T>200°C. (b) Aging time can modify 

the Ag concentration in the matrix and change the number density of Ag-rich 

precipitates. Full details are provided by Sheskin et al.28,41  

Ag-rich precipitates can also act as reservoirs for Ag-dopants and their evolution 

modifies the p/n-type polarity of the PbTe matrix upon heat treatments. Such a 

phenomenon is termed dynamic doping.42 It is, therefore, important to investigate 

diffusion properties of silver in lead-telluride compounds, which is expected to provide 

deeper insights into the kinetics of microstructure evolution, thereby improving our 

ability to control the nucleation, growth, and morphology of Ag-rich precipitates. 

 

4.4 Kinetics of microstructure evolution 

The challenge in producing second-phase in TE materials for phonon scattering 

lays in controlling the size, number density, and distribution uniformity of the 

precipitates, so as to yield maximum scattering effect. For homogenous nucleation, the 

transformation kinetics of the nucleus growth is governed by the Gibbs free energy43 

The nucleus growth Gibbs free energy is balanced by the two competing factors, 

namely the volumetric free energy and interfacial free energy. This yield a maximum 

value of ΔG as depicted in Figure 10. 

 

Figure 10 – A typical plot of the change of free energy for a spherical precipitate of 

radius r, yielding  the energy barrier, 𝚫𝑮∗, and critical nucleus size of 𝒓∗. 
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The nucleation rate, I, depends on both ΔG* and the rate in which solute atoms 

arrive at the nucleus, according to the following Arrhenius-type expression:13,44,45 

 𝐼 ∝ exp (−
Δ𝐺∗ + Δ𝐺𝐷

𝑅𝑇
) (10) 

where ΔGD is the Gibbs free energy for diffusion.  

 

There are two main approaches to describe the theory of diffusion: continuum 

and atomistic approach. We will further describe both approaches, highlighting the 

aspects most relevant for this study. 

 

4.4.1 Diffusion in crystals – the continuum approach 

The continuum approach is based on Fick’s laws (1855). The first Fick's law 

in a three-dimensional space states that the particles diffusion flux, 𝐽, is formed in the 

opposite direction to the gradient of concentration, C, and can be expressed by the 

following form46 

 𝐽 = −𝐷∇⃗⃗⃗ 𝐶(𝑥, 𝑦, 𝑧, 𝑡) (11) 

D is the diffusion coefficient of the diffusing particles, and is given in unit of 

length2/time. The units of 𝐽 are particles/time×cross-section area.  

Applying the mass conservation law and assuming that 𝐷 is not a function of 

𝑥, the concentration change is proportional to the local Laplacian of the concentration, 

as described by as Fick's second law: 46 

   
𝜕𝐶

𝜕𝑡
= 𝐷∇2𝐶 (12) 

which is known as the diffusion equation. Using the second law, the diffusion 

coefficients can be extracted from concentration profiles, equation 12, and can be 

derived analytically using particular initial and boundary conditions.  

Equation 12 can be solved for many boundary conditions. 46,47 For example, in the case 

of diffusion couples, where the concentration at the interface is maintained constant, 

the solution for one dimension can be expressed as:48 

 𝐶𝑖(𝑥, 𝑡) = 𝐶𝛼 + (𝐶𝛼 − 𝐶0) erf (
𝑥

2√𝐷𝑖𝑡
) (13) 
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where Ci is the concentration of an element i in the bulk at time t, Cα is the 

concentration of an element i at the surface, C0 is the concentration of an element i far 

away from the interface, and Di is its diffusion coefficient.32  

 

4.4.2 Diffusion in crystals – the atomistic approach 

In the atomistic approach, diffusion is treated by considering an element with 

given probabilities to jump toward different directions. The atomistic approach can be 

applied for different media, e.g. (i) in bulk; (ii) along grain boundaries or (iii) 

dislocations, or (iv) at external surfaces. In the case of diffusion along confined media 

(cases ii through iv), the lattice structure is not considered when defining the 

elementary jumps. Conversely, for the case of bulk diffusion the lattice structure plays 

a key role, yielding eight optional mechanisms for elementary jumps: (i) Relaxation 

mechanism; (ii) Exchange mechanism; (iii) Ring mechanism; (iv) Interstitialcy 

mechanism, also called the “kick-out” mechanism; (v) Crowdion mechanism; (vi) 

Vacancy mechanism; (vi) Di-vacancy mechanism; and (vii) Interstitial mechanism.49–

51 In this work, we focus of the interstitial diffusion mechanism.  

 

 The random walk theory 

The concept of random walk was first introduced by Pearson in a letter to 

Nature in 1905.52 Let us assume that a particle can jump to either left or right directions 

without “memory” of its preceding jumps.  
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Figure 11 – An illustration of a random walk taking place in a uniform lattice showing 

how the net displacement after n-steps (blue arrow) is much shorter than n times the 

length of each jump (short red arrows). The yellow particles represent be optional 

lattice sites.47 

 Applying the random walk theory and defining a frequency of jumps, Γ, as the 

average number of jumps per unit time, τ, the dependence of the diffusion coefficient 

on the frequency of jumps for a 3D cubic isotropic crystal is given by the following 

form: 

 𝐷 =
1

6
Γ𝑖Δ

2   (14) 

where Δ⃗⃗⃗ = (Δ𝑥 , Δ𝑦, Δ𝑧) is the length vector of jumps. Different theories were 

developed in attempt to define the frequency of jumps. In the sections below some of 

the well-established theories are described in detail. 

 

4.4.3 The transition state theory (TST) 

In crystals the potential energy of atoms is regarded as multiple potential wells, 

as shown in Figure 12, which are located periodically in the 3D space. Random thermal 

fluctuations in the lattice supply the adequate energy for an atom to pass through the 

high-energy configuration between adjacent lattice positions. An atom diffusing 

between two adjacent potential wells will encounter an energy barrier, which is a 

transition state located at or near a saddle point in the 3D coordinate-energy diagram. 
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The transition state theory (TST)49,53,54 hypothesizes that there is a state between the 

reactants and products that can be treated in terms of local equilibrium. To obtain an 

expression for the frequency of jumps, Γ, at which an atom passes through this energy 

barrier (activation energy), we will first describe Eyring’s reaction-rate theory.  

 Eyring’s reaction rate theory 

In chemistry, reactions are explained assuming an activated complex formed 

between the reactants, which dissociates into products. The reaction rate was defined 

by Eyring (1934)55 as: 

   𝛤 =
𝑘𝐵𝑇

ℎ

𝑍𝑇𝑆

𝑍0
 (15) 

Where ZTS and Z0 are partition functions for the activated and the ground states, 

respectively, and h is Planck’s constant. Wert and Zener showed 56 (1949) that ZTS and 

Z0 can be expressed as the partition functions of the system containing a solute atom 

plus its neighbouring atoms in the lattice and of the solute atom in its initial position, 

respectively. It should be noted that Z0, the partition function of the system while the 

solute atom is at the ground state, has one more degree of freedom - the direction that 

is perpendicular to this separating plane. To obtain a ratio of partition functions that 

have the same number of degrees of freedom (the ratio between ZTS and Z0), it is 

necessary to separate Z0 into two factors: the partition function for a single linear 

oscillator which represents the vibrational motion of the atom about its equilibrium 

position along the direction of the jump, Zv, and the partition function for the complete 

system, with the jumping atom constrained to move in a plane normal to the direction 

of diffusion, Z1. 

 𝑍0 = 𝑍𝜈𝑍1 (16) 

Since ZTS and Z1 have the same number of degrees of freedom, substituting them in 

equation 15 yields the exponent of the Gibbs free energy for migration, Gm, which 

expresses the difference between the configuration when the atom is at the saddle point 

and when the atom is in a lattice site. Wert and Zener also expressed  𝑍𝜈
−1 for a 

harmonic lattice to be 𝑍𝜈
−1 = 2 sinh (

ℎ�̃�

2𝑘𝐵𝑇
) for an atom vibrating at the direction of 

the jumps about its equilibrium position with an effective frequency of 𝜈. For the high 
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temperature regime, it can be approximated to a value of 𝑍𝜈
−1 ≈

ℎ�̃�

𝑘𝐵𝑇
.54 Wert and Zener 

defined the jump frequency, Γ, using the following form: 

 Γ = 𝜈𝑒
−

Δ𝐺𝑀

𝑘𝐵𝑇  (17) 

Where Δ𝐺𝑀 is the difference between Gibbs free energies of the crystal required for 

migration of atoms from the initial site to the saddle point; the subscript M stands for 

“migration”. The enthalpy (H) and entropy (S) of diffusion are identical with the 

pertinent migration quantities of interstitial diffusion, that is, ΔS=ΔSM and ΔH=ΔHM 

where HM denotes the enthalpy and SM the entropy of such a system. The Gibbs free 

energy of migration can be expressed as: 57   

 𝚫𝑮𝑴 = 𝚫𝑯𝑴 − 𝑻𝚫𝑺𝑴 (18) 

Based on these thermodynamic parameters, equation 17 can be expressed as follows:  

 𝛤 = 𝜈 𝑒𝑥𝑝 (
𝛥𝑆𝑀

𝑘𝐵
) 𝑒𝑥𝑝 (−

𝛥𝐻𝑀

𝑘𝐵𝑇
) (19) 

   

 The harmonic transition state theory (HTST) 

One of the principal assumptions of the reaction-rate theory is that the particles 

move isothermally and reversibly from an initial stable position over a saddle point 

along the reaction coordinate in thermal equilibrium. Thermodynamically, this means 

that the reaction must occur at an infinitesimal increment of velocity. Vineyard (1957) 

applied a rigorous many-body approach to develop an expression for the jump 

rate.54,58–60 Under the assumptions that (a) at all stages the of the reaction quantum 

effects can be neglected; and (b) atomistic motions near the saddle point can be treated 

as simple harmonic oscillations. Among the various diffusion mechanisms, the 

interstitial diffusion process is more relevant for our study. To understand this 

approach, let us assume a lattice with N atoms and 3N degrees of freedom. 



 

27 

 

 

Figure 12 - Constant potential energy hypersurfaces (solid lines) of an N-dimensional 

energy diagram showing two equilibrium energy minima denoted by A and B, which 

represent voids at the structure.  Atom located at site A will pass through a saddle 

point, denoted by P, on its way to the site B constrained in its motion to the 

hypersurface. M represents a point on the hypersurface S.49 

 The potential energy of the crystal φ, illustrated in Figure 12, possesses a 

minimum at a point A and B in the N-dimensional configuration space, corresponding 

to voids at the perfect cell while the diffusant is placed at an equilibrium position. Let 

us position an interstitial atom at point A. Its probability to reside in an arbitrary 

subspace on the contour S can be expressed as: 

 𝑃𝑆 =
∫ 𝑒

−
𝜑

𝑘𝐵𝑇𝑑𝑞
𝑆

∫ 𝑒
−

𝜑′
𝑘𝐵𝑇𝑑𝑞𝐴′

𝐴

≡
𝑍𝑆

𝑍𝐴
 (20) 

Where ZS and ZA are configuration integrals over the coordinates q of zones S and A, 

respectively, and φ is the potential energy. It is important to note that in numerator we 

perform an integral along countor S and in the integral denominator on area A. Hence 
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Ps is in units of 1 / length. Assuming the jump of the interstitial atom takes place  

between point A and B, its probability of residing in the transition state is the ratio of 

number of representative points in S that have positive velocities in the diffusion 

direction, towards point B, and the number of representative points which at point A.  

 

 

Vineyard assumed that in classical systems in equilibrium the position and 

velocity at a point are independently distributed. The jump rate can be expressed by 

multiplying the probability of being in S times the contour unit thickness, 𝜎, times the 

average velocity perpendicular to contour S per unit thickness, 〈�⃗�⊥〉/σ 

 𝛤𝑇𝑆𝑇 = 𝜎𝑃𝑆

〈�⃗�⊥〉

σ
 (21) 

The average velocity to perpendicular the contour S, 〈�⃗�⊥〉, can be calculated by 

separating the perpendicular velocity, 𝑣⊥ , and integrating with other direction 

velocities, �⃗�𝑖, and integrating positive velocities in the diffusion direction. 

Figure 13 – An illustration of the assumption that the thickness of the subspace is 𝜎 

and the velocity of crossing the transition state is 𝒗⊥ for jumping from A to B. 

A 

s 

B 
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〈 𝑣⊥〉 =
∫ 𝑣⊥𝑒

−
∑

1
2

𝑚𝑣𝑖
2

𝑖

𝑘𝐵𝑇 𝑑�⃗�
∞

−∞

∫ 𝑒
−

∑
1
2

𝑚𝑣𝑖
2

𝑖

𝑘𝐵𝑇 𝑑�⃗�
∞

−∞

=
∫ 𝑣⊥𝑒

−
∑

1
2

𝑚𝑣⊥
2

𝑖

𝑘𝐵𝑇 𝑑𝑣⊥
∞

0

∫ 𝑒
−

∑
1
2

𝑚𝑣⊥
2

𝑖

𝑘𝐵𝑇 𝑑𝑣⊥
∞

−∞

∫ 𝑒
−

∑
1
2

𝑚𝑣𝑖
2

𝑖

𝑘𝐵𝑇 𝑑�⃗�𝑖
∞

−∞

∫ 𝑒
−

∑
1
2

𝑚𝑣𝑖
2

𝑖

𝑘𝐵𝑇 𝑑�⃗�𝑖
∞

−∞

=
∫ 𝑣⊥𝑒

−
∑

1
2

𝑚𝑣⊥
2

𝑖

𝑘𝐵𝑇 𝑑𝑣⊥
∞

0

∫ 𝑒
−

∑
1
2

𝑚𝑣⊥
2

𝑖

𝑘𝐵𝑇 𝑑𝑣⊥
∞

−∞

= √
𝑘𝐵𝑇

2𝜋𝑚
 

(22) 

Where 𝑖 = 1, … 3𝑁 − 1, 𝑞𝑖 = √𝑚𝑖𝑦𝑖, and 𝑣𝑖 ≡ �̇�𝑖 and the mass will be cancelled-out 

in future approximations using a constant ration between the frequency and harmonic 

oscillator constant: ν =ω /2π=(1/2π) √(k/μ). Thus, Vineyard’s rate is reduced to the 

following form: 

 𝛤𝑇𝑆𝑇 = √
𝑘𝐵𝑇

2𝜋𝑚

𝑍𝑆

𝑍𝐴
 (23) 

The next step is performing the harmonic approximation. Taylor expansion of the 

potential energy surface, φ, at the saddle point, S, and around the minimum, A, yields 

the following form: 

 𝜑𝑇 ≈ 𝜑𝑇 + ∑
1

2
𝑘𝑖

𝑇𝑞𝑇,𝑖
2

𝐷𝑇

𝑖

 (24) 

Where T represents a location at the saddle point, S, or at the initial state, A, and 𝑘𝑖
𝑇 =

2𝜋𝜈𝑖
𝑇 are the 𝑖 normal modes (having a maximum number of DT), which count 3N at 

the initial state and 3N-1 at the saddle point (this is because we disregard the vibration 

in the B direction, see Figure 13 and Figure 12, where the potential is lower than at the 

saddle point, i.e. no vibrations). Equations 24, 20, and 23 yield: 

 𝛤𝐻𝑇𝑆𝑇 =
∏ 𝜈𝑖

𝐴3𝑁
𝑖=1

∏ 𝜈𝑖
𝑆3𝑁−1

𝑖=1

𝑒
−

𝑄
𝑘𝐵𝑇 = 𝜈∗𝑒

−
𝑄

𝑘𝐵𝑇 (25) 

Where Q is the difference between φs and φA, ν* is Vineyard effective 

frequency, and 𝜈𝑖
𝑇 are the harmonic vibrations (T = A or S).54,59,60 The approximation 

is valid for high temperatures, unless quantum effects become significant.54,61 Here, 

the frequency of the unstable vibration mode of the activated state (in the direction of 

the diffusion path) is excluded from the equation 25.  
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 The quasi-quantum approximation of HTST (QQ-HTST) 

The zero-point energy (ZPE) effect arises when the quantum “zero-vibrations” 

in the ground and in the transition states are not identical. To address this phenomenon, 

the quantum mechanical partition function is used instead of the classical partition 

function, where zero-point energy terms are added as small corrections to both φs and 

φA; thus, the term Q= φs - φA is now replaced by: 

 𝑄 = (𝜑𝑆   + ∑
ℎ𝜈𝑖

𝑆

2

3𝑁−1

𝑖

) − (𝜑𝐴 + ∑
ℎ𝜈𝑖

𝐴

2

3𝑁

𝑖

) (26) 

This yields the quasi-quantum approximation (QQ-HTST), 53,54,59,61 and a new 

expression for the jump rate: 

 𝛤𝑄𝑄−𝐻𝑇𝑆𝑇 =
𝑘𝐵𝑇

ℎ

∏ 2𝑠𝑖𝑛ℎ (
ℎ𝜈𝑖

0

2𝑘𝐵𝑇
)3𝑁

𝑖=1

∏ 2𝑠𝑖𝑛ℎ (
ℎ𝜈𝑖

𝑇𝑆

2𝑘𝐵𝑇
)3𝑁−1

𝑖=1

𝑒
−

𝜑𝑠−𝜑𝐴
𝑘𝐵𝑇  (27) 

This form of TST includes ZPE effects, however disregards the tunneling effect. This 

form of transition is useful for low temperatures, where ZPE correction is not 

negligible. 

 Interstitial diffusion 

Among other diffusion mechanisms, interstitial diffusion is the simplest 

process , which means that an impurity atom jumps between two adjacent interstitial 

sites.57  

In 1949, Wert and Zener introduced the temperature-independent diffusion coefficient 

factor D0 of interstitial solute atoms in metals. The theoretical diffusion coefficient for 

interstitial atoms in a cubic lattice has the following form56 

 𝐷 = 𝑛𝛽𝑑2𝛤 (28) 

where n is the number of nearest-neighbour stable sites for the diffusing atom and β is 

the jump probability in the direction of diffusion; for example, the values of β for face-

centred cubic (FCC) and for body-centred cubic (BCC) lattices are 1/12 and 1/8, 

respectively.60 From the symmetry of rocksalt-derived systems, we can approximate 

nβ to be nβ=1. 16 
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Using equation 19 and equation 28, the diffusion coefficient of solute 

interstitials can be written as57 

  𝐷 = 𝑛𝛽𝑓𝑑2𝑣∗ exp (−
Δ𝐺𝑀

𝑘𝐵𝑇
) (29) 

While ν* is the effective frequency and f is the correlation factor , which is a correction 

for the non-randomness of the displacements and thus equals to 1 in the case of 

interstitial diffusion mechanism with isotropic symmetry, and d is the length of the 

diffusant’s jump. 

Substituting equation 18 into equation 29 yields the following expression:  

 𝐷 = 𝑛𝛽𝑓𝑑2𝑣∗ exp (
Δ𝑆𝑀

𝑘𝐵
) exp (−

Δ𝐻𝑀

𝑘𝐵𝑇
) (30) 

Its generic form is commonly expressed as:56 

   𝐷 = 𝐷0𝑒
−

𝑄
𝑘𝐵𝑇  (31) 

Where 𝐷0 = 𝑛𝛽𝑓𝑎2𝑣∗ exp (
𝑆𝑀

𝑘𝐵
) is temperature independent, termed as the pre-

exponential diffusion coefficient, and Q is the activation energy for migration, and 

equals ΔHM. 

 

4.4.4 Bulk diffusion coefficients typical for Pb-chalcogenide compounds 

As opposed to metallic systems, the interstitial mechanism is preferred either 

in cases of loosely-packed crystal structures, or when impurities are considerably small 

compared to atoms of the host matrix.  This is because in such systems the energy 

required for breaking bonds is small, which makes the interstitial mechanism, which 

requires atom transport with no need of vacancies, the best choice of nature. 49,59 

Detailed information of diffusion in Pb-chalcogenide compounds is summarized in 

Table II. As shown and discussed by Dyson et al., 62 the dominant bulk diffusion 

mechanism of silver in face-centered cubic (FCC) lead is via interstitial sites, since the 

self-diffusion coefficient of lead is unaffected by dissolution of the noble element 

atoms considered therein (Cu, Ag, and Au). Fedorovich 63,64 reported on low solubility 

of silver in single crystalline PbSe grown by the Bridgman method (10-18 cm-3 at 400 

°C and 8∙10-18 cm-3 at 850 °C) and low activation energy for diffusion, which led him 
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to suggest that diffusion of Ag in the PbSe system takes place via the interstitial 

mechanism.  

 

Table II - A summary of experimentally acquired diffusion coefficients reported for 

Pb-chalcogenide compounds. 

Diffusant System 

𝑫𝟎 

[
𝒄𝒎𝟐

𝒔
] 

ΔE 

[
𝒌𝑱

𝒎𝒐𝒍𝒆
] 

Temperature 

range 

(°C) 

Proposed 

mechanism 

Ref. 

Ag Pb 4.6∙10-2 60.41  Interstitial 62 

110Ag PbSe  33.76 400-850 Interstitial 63 

210Pb PbSe 4.98∙10-6 80 400-800 

Primarily 

interstitial 

65 

75Se PbSe 2.1∙10-5 115.782 400-800 Vacancy 65 

210Pb 

PbSe 

+0.5% mol. Bi2Se3 

4.28∙10-2 155.34 - - 65 

210Pb 

PbSe 

+0.5% mol. Ag2Se 

4.41∙10-7 53 - - 65 

Pb PbTe 2.9∙10-5 57.9 259-500 Vacancy 16 

Te PbTe 2.9∙10-6 72.3 500-800 Vacancy 16 

Cu PbSe 2∙10-5 29.91 93-520 Interstitial 16 

Na PbSe 5.6∙10-6 38.6 400-850 Interstitial 16 

 

Interstitial diffusion of 210Pb or 75Se in PbSe was studied by Seltzer et al.65 over 

a temperature range of 400 through 800 °C for single crystal samples grown using the 

Bridgman technique. They also found that the presence of the Bi2Se3 phase in the 
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PbSe-matrix significantly reduces the diffusion rate of lead; conversely, the presence 

of the Ag2Se phase in this system significantly increases the diffusion rate of lead for 

temperatures lower than the melting point of PbSe. The doped PbSe crystals were 

prepared by adding 0.5 mol. % of Bi2Se3 or Ag2Se to the undoped PbSe prior to crystal 

growth by the Bridgman technique. Hence, the presence of such phases may alter the 

diffusion mechanism from interstitial to substitutional. Since the PbTe and PbSe 

systems are similar in their lattice structures and chemical behavior, we hypothesize 

that they should exhibit similar bulk diffusion mechanisms. It can, therefore, be 

assumed that introducing bismuth to PbTe should change the dominant diffusion 

mechanism.  As discussed by Grossfeld et al., 13 alloying of the Ag-Pb-Te system with 

0.05 at. % Bi results in retardation of the precipitation of the Ag2Te phase. One of the 

options suggested by Grossfeld et al. was that the presence of Bi atoms in the PbTe-

matrix reduces the diffusion rate of Ag, which may suppress the nucleation and growth 

of Ag2Te-precipitates. 

As discussed by Grossfeld et al., 13,27 adding Bi to an Ag-Pb-Te system results 

in needle or disk shape Ag2Te precipitates after 6 hours of aging in contrast to the case 

without Bi doping. It was suggested that Bi atoms retard the diffusion rate of Ag in the 

PbTe matrix, which may suppress the evolution of the Ag2Te to the spherical stable 

precipitates. Grossfeld et al. suggested that Bi atoms encourage “pinning” of the 

Ag2Te-precipitates to their original sizes. 

Measurements of Ag diffusion in PbSe matrix were performed by Fedorovich 

63 using the 110Ag radioactive isotope. This technique is considered to be the most 

accurate one for measuring diffusion coefficients due to its high sensitivity to low 

concentrations spanning over a range of about five orders of magnitude in radioactive 

intensity. The activation energy for diffusion and the pre-exponential diffusion 

coefficients reported by Fedorovich were 33.76 kJ⸱mole-1 and 7.4∙10-4 cm2s-1, 

respectively. 

To the best of our knowledge, only one study of direct estimation of silver 

diffusion in PbTe was reported. Didik et al.66 (1979) estimated the diffusion coefficient 

of Ag in PbTe at 313 K to be ~ 10-14 cm2s-1.  
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Additionally, the diffusion coefficient of Ag in PbTe can be extracted from the 

study of Bergum et al., 32 who measured the concentration of Ag atoms across the 

interface between PbTe–Ag2Te diffusion couples applying electron probe 

microanalysis (EPMA) to determine the solvus lines of the PbTe and Ag2Te phases in 

the pseudo-binary PbTe-Ag2Te system. It is noteworthy that the goal of Bergum’s 

study was not to determine diffusion coefficients; however, they can be indirectly 

extracted from the concentration profiles reported therein. The diffusion coefficients 

of Ag in PbTe at 375, 450, 550, and 650 °C were extracted to be D0
Bergum = 3.58×10-5  

cm2⸱s-1 and Q=87.05 kJ⸱mole-1 by fitting the Ag-concentration profiles to the error 

function, describing diffusion of solute atoms from a semi-infinite source. 

 

4.5 Density Functional Theory 

“The fundamental laws necessary for the mathematical treatment of a large 

part of physics and the whole of chemistry are thus completely known, and the 

difficulty lies only in the fact that application of these laws leads to equations 

that are too complex to be solved.” (Paul Dirac, 1902-1984) 

This chapter describes the fundamentals of the density functional theory 

(DFT), which is a method to solve quantum many-body problems. 

 

4.5.1 The many-body problem 

The well-known time-independent, non-relativistic Schrödinger equation takes 

the following form 

 �̂�𝜓 = 𝐸𝜓 (32) 

This equation can be solved analytically for the simplest cases, i.e. harmonic oscillator. 

A more complex case involving multiple electrons and nuclei is known as the 

quantum-mechanical many-body problem.  

Unfortunately, there is no analytical solution to the many-body problem for 

more than three interacting particles. Since solving the problem allows us to 

investigate the system's fundamental properties from first-principles, several 

approximate methods to solve the many-body problem were developed.67 One of these 

methods is the DFT. 
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The fundamental basis of DFT68 is that ground state energy of a many-electron 

system is a functional of the electron density, n(r), and can be obtained by energy 

minimization with respect to n(r). By doing so, we reduce the problem from 3N 

degrees of freedom, for N particles, to a much simpler three-dimensional problem. 

DFT is the major tool of modern computational chemistry and materials science, and 

is used here as an important tool for estimation of diffusion coefficients. In the section 

below, some of the most relevant approximations are described. 

 

4.5.2 The Born-Oppenheimer approximation 

For a many-body problem with N1 nuclei and N2 electrons, the following 

equation should be solved: 

 [�̂�𝑛 + �̂�𝑛−𝑛 + �̂�𝑒]𝜓 = 𝐸𝜓 (33) 

where �̂�𝑛 is the kinetic energy of the N1 nuclei of the system, �̂�𝑛−𝑛 is the repulsion 

between the nuclei, and �̂�𝑒 is the electronic Hamiltonian. These terms are, explicitly, 

given by 

 �̂�𝑛 = ∑ −
ℏ2∇

�⃗⃗�𝛼

2

2𝑀𝛼

𝑁1

𝛼=1

 (34) 

 �̂�𝑛−𝑛 = ∑
𝑍𝛼𝑍𝛽𝑒2

|�⃗⃗�𝛼 − �⃗⃗�𝛽|

𝑁1

𝛼,𝛽=1;𝛼<𝛽

 (35) 

 

�̂�𝑒 = �̂�𝑒 + �̂�𝑛 −𝑒 + �̂�𝑒−𝑒

= ∑ −
ℏ2∇𝑟𝑖

2

2𝑚

𝑁2

𝑖=1

+ (− ∑ ∑
𝑍𝛼𝑒2

|�⃗⃗�𝛼 − 𝑟𝑖|

𝑁2

𝑖=1

𝑁1

𝛼=1

)

+ ∑
𝑒2

|𝑟𝑖 − 𝑟𝑗|

𝑁2

𝑖,𝑗=1;𝑖<𝑗

 

(36) 

Where Mα  is the ion 𝛼 mass, 𝑚 is the electron mass, and 𝑍𝛼 is the ion 𝛼 atomic number. 

𝑟𝑖 and �⃗⃗�𝛼 are the position vectors of the ith electron and 𝛼 ion, respectively. The 

electronic Hamiltonian comprises the kinetic energy of 𝑁 electrons, �̂�𝑒,  the interaction 

between the electrons and the nuclei, �̂�𝑛−𝑒 , and the electrostatic interaction between 

the electrons, �̂�𝑒−𝑒. 
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As can be shown for the many-body Schrödinger equation, we should, ideally, 

consider every particle and its interaction with the other particles at the system. The 

problem has exponential complexity with the number of particles and any direct 

numerical solution is not feasible, even for the simplest systems. Moreover, the 

Hamiltonian presented here is stationary, and does not consider external fields. Spin-

orbit coupling (SOC) and relativistic effects, which may be significant for heavy 

atoms, are excluded from this simplistic formulation. . Nevertheless, for simplicity we 

consider  this form of Hamiltonian, ignoring time-dependence, relativistic effects, and 

external fields. 69  

We first apply the Born-Oppenheimer approximation,70 considering only 

electron-related terms in the Hamiltonian, thus solving the Schrödinger equation for 

electrons only by neglecting the kinetic energy of the nuclei. Nucleus-nucleus 

interaction energy is constant. The justification for such approximation is the different 

time scales of the electronic and nuclear motion. Therefore, equation 33  now gets the 

following form 

 �̂�𝑒𝜓 = 𝐸𝜓 (37) 

By solving equation 37 for a given set of ion location {�⃗⃗�𝛼}, we obtain the system's 

energy spectrum with the electronic part of the wave function.  

 

4.5.3 Hohenberg-Kohn theorems 

The Hohenberg-Kohn-Sham theory68 simplifies DFT applying a one-electron 

approximation, in which the very complex many-body problem of interacting electrons 

is replaced by an equivalent, but a much simpler problem of solving the wave function 

of a single electron interacting with other electrons through an effective potential. A 

Schrödinger-like equation of one-electron wave function is defined with a potential 

energy term, i.e. an effective potential that is a function of electron density.  

 �̂� = �̂�𝑒 + �̂�𝑒𝑥𝑡 + �̂�𝑒−𝑒 (38) 

�̂� is the kinetic energy operator of the electrons, �̂�𝑒−𝑒 represents the repulsion between 

the electrons in the system, and �̂�𝑒𝑥𝑡 is the total energy due to the interaction of the 

electrons with an external field induced by the nuclei. These  terms can be presented as 
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 �̂� = ∑
ℏ2∇𝑟𝑖

2

2𝑚

𝑁2

𝑖=1

,     �̂�𝑒𝑥𝑡 = ∑ 𝑉𝑒𝑥𝑡(𝑟𝑖)

𝑁2

𝑖=1

,     �̂�𝑒−𝑒 = ∑ 𝑉𝑒−𝑒(𝑟𝑖, 𝑟𝑗)

𝑖,𝑗

 (39) 

where 𝑉𝑒𝑥𝑡(𝑟𝑖) is due to the interaction between an electron located at 𝑟𝑖 and the 

external field induced by the nuclei (Coulombic interaction), and 𝑉𝑒−𝑒(𝑟𝑖, 𝑟𝑗) is the 

interaction between each electron pair located at 𝑟𝑖 and 𝑟𝑗, which is not only due to the 

classical electrostatic interaction, however has an  exchange-correlation contribution.  

Assuming that �̂�𝑒−𝑒 is known, the number of electrons 𝑁 and the external potential 

�̂�𝑒𝑥𝑡 fully define the Hamiltonian and all properties of the ground state. In practice, 

�̂�𝑒−𝑒 is not fully-known, which establishes the theoretical grounds for DFT, based on 

the two Hohenberg–Kohn theorems; to be introduced further below.71 

 The first Hohenberg-Kohn theorem 

The first Hohenberg-Kohn theorem68 states that there is a unique external 

potential denoting the interaction between electrons and nuclei, 𝐸𝑒𝑥𝑡(𝑛0(𝑟)), and is 

determined solely by the ground-state electron density, 𝑛0(𝑟). Thus, if the system is at 

the ground state, the electron density alone can define the external potential and vice-

versa. The ground-state electron density is expressed as: 

 𝑛0(𝑟) = 𝑁 ∫|Ψ0(𝑟, 𝑟2, … , 𝑟𝑁2
)|

2
𝑑𝑟2 … 𝑑𝑟𝑁2

 (40) 

Mathematically, the ground-state energy is a unique functional of the ground-state 

electron density, 𝑛0(𝑟): 

 𝐸[𝑛0(𝑟)] ≡ 𝐹[𝑛0(𝑟)] + 𝐸𝑒𝑥𝑡[𝑛0(𝑟)] (41) 

Where  

 𝐹[𝑛0(𝑟)] ≡ ⟨Ψ0|�̂� + �̂�𝑒−𝑒|Ψ0⟩ (42) 

 𝐸𝑒𝑥𝑡[𝑛0(𝑟)] ≡ ⟨Ψ0|�̂�𝑒𝑥𝑡|Ψ0⟩ (43) 

As follows from the first Hohenberg-Kohn theorem, the internal energy 

(electronic kinetic energy and the electron-electron energy) does not depend on the 

external potential, so that an internal energy functional, namely F[n(r)], should exist, 

although its explicit formula is unknown, and this functional should be identical for all 

systems. Therefore, only the external potential changes according to the geometrical 

structure and type of nuclei. 
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 The Second Hohenberg-Kohn theorem 

The second Hohenberg-Kohn theorem defines the energy functional as 

E[n(r)]=F[n(r)]+Eext[n(r)] and proves that the correct ground state electron density 

minimizes this energy functional using the variational principle. Thus, for any electron 

density 𝑛(𝑟) with 𝑛(𝑟) ≥ 0 and ∫ 𝑛(𝑟)𝑑𝑟 = 𝑁2 the following relationship holds:69  

 𝐸[𝑛0(𝑟)] ≤ 𝐸[𝑛(𝑟)] (44) 

Combine the two theorems implies that the functional of the system provides the 

lowest energy, if and only if the pertinent electron density is the correct ground-state 

electron density.  

 

4.5.4 Kohn-Sham Equations 

In 1965, a year after Hohenberg and Kohn introduced their theorems, 72 Kohn 

and Sham suggested a practical scheme for calculating the ground state energy for a 

given system. At the first step, they rewrote equation 42, the internal energy functional, 

which is unknown as discussed in chapter 4.5.3.1, as follows 

 𝐹[𝑛(𝑟)] = 𝑇𝑆[𝑛(𝑟)] + 𝐽[𝑛(𝑟)] + 𝐸𝑋𝐶[𝑛(𝑟)] (45) 

Where 𝑇𝑆[𝑛(𝑟)] is the kinetic energy of the non-interacting system and 𝐽[𝑛(𝑟)] is the 

classical coulombic repulsion term 

 𝑇𝑆[𝑛(𝑟)] = −
ℏ2

2𝑚
∑⟨𝜑𝑖|∇𝑟𝑖

2 |𝜑𝑖⟩

𝑁2

𝑖=1

 (46) 

By doing so, Kohn and Sham defined the exchange-correlation (XC) energy 

functional, 𝐸𝑋𝐶[𝑛(𝑟)], and by comparing equations 45 and 42 they transformed the 

problem into an equivalent, non-interacting system constructed from a set of one-

electron orbitals, 𝜑𝑖. 
72 

 𝐸𝑋𝐶[𝑛(𝑟)] = (𝑇[𝑛(𝑟)] − 𝑇𝑆[𝑛(𝑟)]) + (𝐸𝑒−𝑒[𝑛(𝑟)] − 𝐽[𝑛(𝑟)]) (47) 

In fact, 𝐸𝑋𝐶[𝑛(𝑟)] is the sum of the difference between the kinetic energy of the 

interacting system, 𝑇[𝑛(𝑟)], and that of the non-interacting contribution to the kinetic 

energy, 𝑇𝑆[𝑛(𝑟)], and the difference between the interaction between each pair of 

electrons, 𝐸𝑒−𝑒[𝑛(𝑟)], and that of the classical Coulombic repulsion, 𝐽[𝑛(𝑟)]. The 
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basic concept in Kohn and Sham approach  is avoiding the more difficult problem, that 

is the unknown parts of the true kinetic energy, self-interaction, exchange, and 

correlation interactions; instead, this approach encompasses  these unknowns in the 

term 𝐸𝑥𝑐. In this approach, since this energy is less than 10% of the total energy, most 

of the information is computed exactly, whereas only a small part of it is approximated 

by a density functional. The exchange-correlation contribution is small but vital for 

calculation of some physical properties. Thus, choosing the best form of the exchange-

correlation energy should lead to the precise solution of the Schrödinger equation 

describing the full system reliably. 

Finally, Kohn and Sham (K-S) formulated their equation as follows72: 

 (−
ℏ2

2𝑚
𝛻2 + �̂�𝑒𝑓𝑓

𝐾𝑆 (𝑟)) 𝜑𝑖(𝑟) = 𝜖𝑖𝜑𝑖(𝑟)  (48) 

The K-S effective potential, �̂�𝑒𝑓𝑓
𝐾𝑆 , contains the external potential, �̂�𝑒𝑥𝑡, the Coulomb 

interaction of the electrons with themselves, namely the Hartree potential, �̂�𝐻 =

∫
𝑛(𝑟′)

|𝑟−𝑟′|
𝑑𝑟′, and the exchange-correlation potential, �̂�𝑋𝐶. 𝜑𝑖(𝑟) is the K-S orbital, 

which represents the electronic state of the imaginary non-interacting system, and 𝜖𝑖 

is the energy of the corresponding K-S orbital. K-S orbitals have no physical meaning, 

but the sum of the charge density related to these orbitals, obtained by replacing 𝜓𝑖 

with 𝜑𝑖 at equation 40, equals to the electron density of the real system.  Equation 48 

is then solved self-consistently to yield the ground state charge density, 𝑛0(𝑟) , from 

which the ground state total energy of the system with interacting electrons is obtained. 

The general DFT calculation process consists of the following steps: 

1. Guess an initial set of K-S orbitals that would yield the  initial electron density, 

𝑛(𝑟), using Equation 40, and the location of the nuclei to form the external 

potential, �̂�𝑒𝑥𝑡(𝑟)1.   

2. Build the electrons Hartree potential, �̂�𝐻, the approximated exchange-

correlation potential, �̂�𝑋𝐶, resulting in the K-S effective potential, �̂�𝑒𝑓𝑓
𝐾𝑆 , 

utilizing the guessed initial electron density. 

3. Solve the K-S equation for a new set of K-S orbitals, 𝜑𝑖
𝑛𝑒𝑤, and use these new 

orbitals to build a new electron density. 
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4. Calculate the system’s energy using the new set of K-S 𝜑𝑖
𝑛𝑒𝑤 orbitals. Then, 

compare it to the total energy obtained by the old 𝜑𝑖 orbitals. If the difference 

between the two energies reaches at a convergence criteria, then the calculation 

ends. If not, then the iterative algorithm “jumps” back to step 2. 

5. Various output quantities can be computed using the convergence results. 

 

Figure 14 - A flow chart of the iteration scheme. At first, an initial guess for the 

electron density, 𝒏(�⃗⃗�), is assumed and used for the calculation of �̂�𝒆𝒇𝒇, meaning 

Initial guess of 𝑛(𝑟) 

Calculate the K-S effective potential 

 𝑉𝑒𝑓𝑓
𝐾𝑆 [𝑛] = ∫

𝑛(�⃗⃗�
′
)

ቚ�⃗⃗�−�⃗⃗�
′
ቚ
𝑑�⃗⃗�

′
+ 𝑉𝑋𝐶 + 𝑉𝑒𝑥𝑡 

Solve the K-S equations  

(−
ℏ2

2𝑚
𝛻2 + �̂�𝑒𝑓𝑓

𝐾𝑆 (𝑟)) 𝜑𝑖(𝑟) = 𝜖𝑖𝜑𝑖(𝑟) 

Evaluate the new electron density and total energy 

 𝑛𝑛𝑒𝑤(𝑟) = 𝑁 ∫|𝜑𝑛𝑒𝑤(�⃗⃗�, �⃗⃗�2, … , �⃗⃗�𝑁2
)|

2
𝑑�⃗⃗�2 … 𝑑�⃗⃗�𝑁2

→
𝐸[𝑛𝑛𝑒𝑤(�⃗⃗�)]  

Converged? 

Use 𝑛𝑛𝑒𝑤 as the 
new guess 

Done, output quantities are computed. 

N
o 

Ye
s 

The K-S Scheme 
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diagonalization of the K-S equations which evaluates 𝒏(�⃗⃗�) and E. As long as the 

convergence criterion is not fulfilled, the numerical procedure continues with the last 

𝒏(�⃗⃗�) instead of the initial guess. Finally, after the criterion is satisfied, various output 

quantities are computed using the convergence results. 

4.5.5 Physical properties that can be calculated using DFT 

DFT finds more and more extensive application in chemistry and materials 

science for interpretation and prediction of complex system behavior at the atomic 

scale. The total energy that is discussed in the chapters above is the sum of eigenvalues 

(energies of the individual independent particles). Usually, the total energy of a system 

is subdivided into kinetic energies of all particles and potential energies of the 

interactions between them, where the later are most often limited to the Coulomb 

interactions only. So, “zero energy” corresponds to the case where all the terms are 

zero. The kinetic energy is zero when velocity is zero, while the Coulomb interaction 

energy is zero when particles are infinitely separated from each other. Thus, the “zero 

energy” corresponds to the case where all the particles are infinitely far away from 

each other and are not moving. This is essentially a reference state that does not exist.  

 Specifically, DFT calculation methods are applied for predicting stable 

systems and material’s mechanical and electronic parameters by using the total energy. 

Examples of current DFT applications include the study of phase transformation 

behavior, for example in oxides, magnetic and electrical behavior in various types of 

materials: semiconductors, metals, etc. By applying DFT one can derive both structural 

and electronic properties. For example, from the structural properties, one can derive 

the lattice parameter and, thus, the predicted XRD pattern.  

 It has also been shown that DFT provides good predictions of mechanical 

properties such as Young modulus,73 vibrational properties such as phonons74 and 

sound velocity,75 interface stability between two phases or interface energy,76 etc.. This 

means that one can predict various response functions, e.g. spectroscopic information 

derived from the above properties. 

For electronic calculations, one can derive magnetic and electrical polarization, 

effective masses, the shape of optical spectra, bandgap and band structure, and total 
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energy differences; the latter can lead to thermodynamic properties depending on the 

choice of the proper reference states. 71 

 

4.5.6 Calculation of atomic vibrations 

Every system of atoms at non-zero temperature vibrates around its equilibrium 

position, forming the lattice normal vibrational modes.  Here, we will treat them from 

a classical point-of-view. Let us consider a diatomic molecule with a bond length R 

and equilibrium bond length R0. The potential of such a molecule, V(R), depends on 

the deviation from the equilibrium bond length. The harmonic approximation applies 

a 2nd-order Taylor expansion  for the molecular potential around R0 yielding: 

 𝑉(𝑅) ≈ 𝑉0 +
𝜕𝑉

𝜕𝑅
|

𝑅=𝑅0

(𝑅 − 𝑅0) +
1

2

𝜕2𝑉

𝜕𝑅2
|

𝑅=𝑅0

(𝑅 − 𝑅0)2 (49) 

Since the minimal potential energy is obtained for 𝑅 = 𝑅0, we can consider the second 

term, which is the force acting at equilibrium state, to be zero,77 and the expression 

reduces to   

 𝑉(𝑅) ≈ 𝑉0 +
1

2

𝜕2𝑉

𝜕𝑅2
|

𝑅=𝑅0

(𝑅 − 𝑅0)2 (50) 

where 
1

2

𝜕2𝑉

𝜕𝑅2ቚ
𝑅=𝑅0

 is the “spring constant” of the molecule. Let us define the lattice site  

coordinates of N atoms by a single vector with 3N components: 𝑟 = (𝑟1, 𝑟2, … , 𝑟3𝑁). 

Considering the deviations from equilibrium  positions by defining new coordinates 

�⃗� = 𝑟 − 𝑟0, equation 50 gets the following form 78 

 𝑉(�⃗�) ≈ 𝑉0 +
1

2
∑ ∑

𝜕2𝑉

𝜕𝑥𝑖𝜕𝑥𝑗
|

𝑥=0

3𝑁

𝑗=1

3𝑁

𝑖=1

𝑥𝑖 ∙ 𝑥𝑗 (51) 

The “spring constant” in equation 51, 𝐻𝑖𝑗 = ∑ ∑
𝜕2𝑉

𝜕𝑥𝑖𝜕𝑥𝑗
|

𝑥=0

3𝑁
𝑗=1

3𝑁
𝑖=1 , is called the Hessian 

matrix.79 Here Hij describes the local “curvature” of the energy surface for variations 

of many atom positions. The equation of motion for each atom located at ri is 

 �⃗�𝑖 = 𝑚𝑖

𝜕2𝑥𝑖

𝑑𝑡2
 (52) 

and the force acting on each atom that is diverted from the equilibrium position is: 
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 �⃗�𝑖 = −
𝜕𝑉

𝜕𝑥𝑖
= −𝐻𝑖𝑘𝑥𝑘  (53) 

Newton equation then yields: 

 
𝜕2𝑥𝑖

𝑑𝑡2
= −𝐻𝑖𝑘

′ 𝑥𝑘  ;       𝐻𝑖𝑘
′ =

𝐻𝑖𝑘

𝑚𝑖
 (54) 

where 𝐻𝑖𝑘
′  is the mass-weighted Hessian matrix. Assuming that xi undergo some form 

of sinusoidal time evolution of the form: 

 𝑥𝑖(𝑡) = 𝑥𝑖(0)cos (𝜔𝑡) (55) 

and substituting this into the Newton equations yields a matrix eigenvalue equation 

 𝜔2𝑥𝑖 = −𝐻𝑖𝑘
′ 𝑥𝑘 (56) 

The eigenvalues of this equation are the squares of the so-called normal mode 

vibrational frequencies of the atoms in a solid-state system.  

To perform a normal-mode analysis for a solid-state system, one should 

produce the mass-weighted Hessian matrix, and then find the non-zero eigenvalues.  

In DFT, we have the ability to calculate the Hessian matrix by deflecting each atom in 

a small increment dx in a specific direction, and to calculate the forces in the deviation 

direction (potential gradient). 

 
𝐻𝑖𝑘 =

𝜕𝑉
𝜕𝑥𝑖

|
𝑑𝑥=𝑑𝑥𝑘

−
𝜕𝑉
𝜕𝑥𝑖

|
𝑑𝑥=−𝑑𝑥𝑘

𝑑𝑥𝑘
 

(57) 

It should be noted that, if such analysis was performed for atomic 

configurations corresponding to a transition state (discussed in  4.4.3.2), then 3N−1 of 

the 𝜔𝑗
2 values should have become positive and one of the frequencies would become 

negative. The eigenvector corresponding to the negative eigenvalue of the mass-

weighted Hessian points toward a very important direction, which is diffusion 

trajectory.  

 

4.5.7 Exchange-Correlation functionals 

As shown in Section 4.5.3.2, 4.5.3.1, and 4.5.4, the exchange-correlation 

energy contains unknown information. A central goal of DFT is to find the ground-

state energy of electrons in solids. Implementing this accurately for any configuration 

of nuclei would provide many basic properties of solids and their structure. The 
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approximations made to the exchange-correlation potential can be termed in a 

hierarchy that is sometimes referred to as Jacob’s ladder, extending from very simple 

through very complex functionals. 80 The lowest “rung” of this ladder include 

contributions to the energy that are is determined by the 3D local density, 𝑛(𝑟), solely. 

Higher “rungs” incorporate increasingly complex ingredients comprising operators of 

the electron density, such as ∇𝑛(𝑟) and ∇2𝑛(𝑟)2/8𝑛(𝑟)  or the K-S orbitals. Here we 

will introduce three common approaches; some of them have been used at this work. 

 The Local Density approximation 

The first rung in Jacob’s ladder, the simplest potential, is the local density 

approximation (LDA). Here, the exchange-correlation term is considered to be 

identical to that of a homogeneous electron gas.81 The exchange-correlation energy is 

expressed as: 

 𝐸𝑋𝐶
𝐿𝐷𝐴[𝑛(𝑟)] = ∫ 𝑛(𝑟)𝜀𝑋𝐶(𝑛(𝑟))𝑑𝑟 (58) 

where the electron density is given per unit volume, and the energy density is per 

particle. Surprisingly, the LDA has proved to be successful, even when applied for 

systems that are quite different from the state of an electron gas. Although this method 

demands the lowest computational cost and can provide accurate results for many 

cases, it is inaccurate for systems with localized electrons, and the appearance of new 

and more accurate methods leads this method to be rarely used today.82 Note that K-S 

equations do not take into account the spin of the electron. One can consider it by 

including the spin into the definition of the electron density, yielding the local spin 

density approximation, LSDA, which looks more complicated than the spinless case 

of LDA. 

 Generalized gradient approximation functionals 

The subsequent rung includes generalized gradient approximations (GGAs), 

which are formulas that utilize both the density, 𝑛(𝑟), and its gradient, ∇⃗⃗⃗𝑛(𝑟), at each 

point in the real space. 

 

 𝐸𝑋𝐶
𝐺𝐺𝐴[𝑛(𝑟), ∇⃗⃗⃗𝑛(𝑟)] = ∫ 𝑓[𝑛(𝑟), ∇⃗⃗⃗𝑛(𝑟)]𝑑𝑟 (59) 
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The GGA is very common, since it represents a well-balanced compromise between 

accuracy and computational efficiency; yet, GGA functionals are computationally 

more demanding than LDA. 83  Universal GGAs, such as GGA-Pedrew-Burke-

Ernzerhof (GGA-PBE), operate for a wide range of systems, however with limited 

accuracy. This limitation may be caused by the functional form of GGAs. The GGA-

PBE can be described by two terms separating the exchange and the correlation 

contributions in the following form 

 𝐸𝑋𝐶
𝑃𝐵𝐸[𝑛(𝑟), ∇⃗⃗⃗𝑛(𝑟)] = 𝐸𝑋

𝑃𝐵𝐸[𝑛(𝑟), ∇⃗⃗⃗𝑛(𝑟)] + 𝐸𝐶
𝑃𝐵𝐸[𝑛(𝑟), ∇⃗⃗⃗𝑛(𝑟)] (60) 

One approach is to devise GGA functionals that are specialized for certain classes of 

compounds. For instance, the GGA-Perdew-Burke-Ernzerhof-solid (GGA-PBEsol) 

functional is designed for the solid-state in particular. GGA-PBEsol recovers the 

original gradient expansion for exchange, denoted as 𝜇, and its correlation component 

is adjusted to reproduce jellium surface energies more accurately than does PBE. 

PBEsol has the same analytical form as PBE with only two differences. The PBE GGA 

can be adapted to solids and surfaces by changing the exchange as well as the 

correlation gradient coefficient. The reduced sensitivity of PBEsol to the gradient 

compared to PBE improves its ability to yield better lattice constants than PBE in solid 

system calculations.84,85 Thus, PBEsol is better for systems with “slowly varying” 

densities, i.e. solids.78  

 

4.5.8 Applications for the solid state 

Apart from the choice of a specific exchange correlation functional, application 

of DFT for solids requires additional steps. For example, changing the solution space 

(e.g. planewaves) or considering defects, charged systems, or instabilities, etc.  

The first step in DFT calculations for crystalline solids, which consist of a large 

number of nuclei and electrons, is to represent the large number of electrons by a 

pseudopotential. In this approach the core electronic states are represented by a 

pseudopotential, and the valence electrons are described by pseudo-wavefunctions 

with fewer nodes. Manual “smoothing” of the potential function near the core of the 

nucleus makes the calculations easier. This allows representation of the pseudo-

wavefunctions by significantly fewer Fourier modes, which makes plane-wave basis 
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sets practical to use. Such approximation can be applied because of the small 

contribution of the core electrons to inter-atomic bonding, thus considering their 

screening effect on the nuclei. The case of periodic crystals is treated applying periodic 

boundary conditions on unit cells.   In addition, the reciprocal lattice is represented by 

dividing the Brillouin zone into a k-point mesh. This enables numerical solution of the 

K-S equation. Two common pseudopotentials schemes are norm-conserving: the 

ultrasoft and the projector-augmented wave (PAW). The later used in this work.  

In the framework of periodic boundary conditions we sometimes reduce the 

bulk into a supercell, which is a periodic extension of a single unit cell. Supercells 

allow us to control the concertation of defects in our system and to diminish 

interactions between neighboring point defects.  To facilitate the calculations, the wave 

functions and lattice vectors are transformed from the real to the reciprocal space, and 

projected onto the first Brillouin zone. Based on the symmetry of the lattice, we further 

reach at the irreducible Brillouin zone without losing any information. Then, the 

irreducible Brillouin zone is sampled with discrete k-points, and the calculations are 

implemented by integration over them. To solve the K-S equations under these 

conditions, a basis set of plane-wave expansion is used to represent the K-S orbitals 

φi. These plane-waves are already periodic solutions and are Fourier-transformed into 

the reciprocal space. Practically, infinite expansion of plane-waves cannot be used; 

therefore, an energy cutoff is introduced which effectively limits the number of plane-

waves that are considered in practice. Another numerical problem arises from the sharp 

drop of charge densities near the Fermi level at 0 K. A smearing method is then 

applied, by introducing an imaginary, effective temperature in the system, and then 

cancel its effect. The common smearing schemes are Gaussian,86 Fermi,87 Methfessel-

Paxton88 and tetrahedron method with Blöchl corrections.89 

 Spin-Orbit Coupling  

There are several approaches to improve the accuracy of the calculation using 

more accurate XC functionals, including relativistic corrections and spin-orbit 

coupling (SOC). SOC shifts the band edge positions and significantly reduces the 

magnitude of the band gap.90 Basically, the significance of SOC increases with the 

atomic number, Z. In cases of light elements SOC can be neglected However, for 
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specific properties, SOC might be important even for systems containing light 

elements, such as graphite. In second-row transition metals and heavier elements, but 

also for some lighter elements, SOC is essential to reproduce correctly the electronic 

structure of materials. For heavier elements, in general, the SOC becomes as important 

for structural properties as for electronic properties. For bulk structures, SOC should 

be considered when heavy elements are present, such as late d-metals and f-metals. 

 

4.5.9 Computational tools commonly used for DFT calculations 

There are several different software packages for performing DFT simulations. 

Most packages focus on modeling either solids (periodic boundary conditions) or 

molecules (isolated boundary conditions). The most common ones for solid-state 

calculations are VASP, 91 Quantum Espresso, 92 ABINIT, 93 and GPAW. 94 Some of 

the packages widely used for isolated systems are Gaussian, NWChem, 95 and 

GAMESS. 96 Some of these packages can be used for both solids and molecules. In 

this section, we will describe in general the differences between some of these tools 

and their advantages and disadvantages. 

When dealing with computational tools for DFT calculations there are two 

high-level distinctions used: time-dependent vs. static methods, and periodic-boundary 

conditions vs. non-periodic or isolated systems.97 The latter turns out to be, actually, a 

distinction between computational quantum "physics" and “chemistry". Practically, 

the term "simulation" refer to computational methods that model dynamics and the 

progression of some physical quantities with time, whereas the term "calculations" 

refer to computations that do not involve time explicitly, such as direct calculations of 

thermodynamic quantities. 

Non-periodic quantum dynamics simulations using DFT are less common than 

static DFT calculations, but are probably growing in prevalence. Methods like TD-

DFT for non-periodic systems can be performed using many standard quantum 

chemistry packages, including GAMESS, 96 which is (available at 

http://www.msg.chem.iastate.edu/gamess/ ). The GAMESS package is mostly used to 

run static DFT calculations for isolated systems. 

http://www.msg.chem.iastate.edu/gamess/
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In periodic systems, a commonly used DFT-based dynamics method is Car-

Parrinello Molecular Dynamics (CPMD). CPMD is not used for non-periodic systems. 

A widely used open-source package for CPMD and other periodic boundary condition 

DFT electronic structure methods is Quantum Espresso. 92 One of the benefits of 

Quantum Espresso as a CPMD tool is that it is available for free (at 

http://www.quantum-espresso.org/ ). A popular non-free code for the type of CPMD 

calculations is the Vienna ab-initio simulation package (VASP). 91 Both codes, 

Quantum Espresso and VASP, can run a variety of static DFT calculations as well. 

The common CPMD-based tool VASP is used in this work. 91 VASP solves the 

K-S equations with periodic boundary conditions and applies the PAW method 

together with plane-wave basis to expand the K-S orbitals. 

 

5 Summary and Research Goals 

The Pb-Te-Ag system has attracted scientific interest owing to its potential of 

enhanced TE performance due to formation of Ag2Te precipitates. The dependence of 

the Ag-rich precipitates distribution and their temporal evolution on the Ag 

concentration and heat treatment time has been investigated, as well as the diffusion-

based growth rate of Ag-rich precipitates. We are interested in studying the diffusion 

rate of Ag in PbTe and its implications on microstructure evolution and the resulting 

TE coefficients.  

The goals of this research are: (1) to quantitatively evaluate diffusion 

coefficients of Ag-atoms in PbTe for different temperatures  from first-principles; and 

(2) to experimentally measure the effects of microstructure evolution, resulting from 

Ag-diffusion, on the TE coefficients of Ag-alloyed PbTe. The latter include thermal 

and electrical conductivities and Seebeck coefficients.  

Finally, both computational and experimental aspects will be compared to each 

other. Achieving this knowledge will help us improve the TE performance of PbTe-

compounds. 

http://www.quantum-espresso.org/
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6 Research Methods 

6.1 Synthesis of AgxPb0.5-xTe0.5 compounds 

Samples were prepared based on the pseudo-binary PbTe-Ag2Te phase 

diagram 32,98 and previous experimental routines  done in our group. 13,27,28 Pb  

(99.96%, Riedel-de Haën®), Te (99.99%, STREM CHEMICALS®), and Ag 

(99.999%, Alfa Aesar®) flakes were weighted and placed in quartz tubes in the 

stoichiometric ratios of (50-x):50:x, respectively, with x=0, 1, 2, 3 and 4.  The quartz 

tubes were evacuated, sealed, and placed inside a furnace.  

To avoid oxidation and evaporation of Te,99 the samples were melted in 140 

torr Ar-7% H2 gas mixture in sealed quartz tubes at 1000 °C for 6 h with mixing every 

1 h, followed by annealing at 700 °C for 72 h to ensure the homogeneity at the PbTe 

single-phase regime. Finally, the samples (expected to be super-saturated PbTe-based 

solid solutions) were quenched in an iced-water bath as shown in Figure 15.   

 

In this work, we divided the experimental section into two different types of 

experiments, and thus two types of samples. X-ray powder diffraction samples and in-

situ samples. In the following sections, we will present how the samples are prepared 

for the two different types of experiments. 

Figure 15 - Materials synthesis process based mainly on the pseudo-binary PbTe-Ag2Te 

phase diagram32,98,31 
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6.1.1 X-ray powder diffraction samples  

We divide our X-ray measurements into two sections: aging experiments and 

concentration experiments. Both sections will help us monitor the effects of Ag-

alloying on the phases that appear and grow in the PbTe system and determine the rate 

of changes in the microstructure under aging treatments. The cast ingots were ground 

into powder by agate pestle and mortar down to an average particle diameter of ca. 54 

μm.  

For the aging experiments, powders of Ag0.04Te0.5Pb0.46 and Ag0.02Te0.5Pb0.48 

were put into mold and cold-pressed (CP) under 3-ton pressure. The Ag0.04Te0.5Pb0.46 

cold-pressed samples were placed in quartz tubes and aged at 380 °C for different 

durations to encourage nucleation of Ag-rich precipitates (High Temperature – HT). 

The Ag0.02Te0.5Pb0.48 samples were aged at HT and then at 300 °C (Low Temperature 

– LT). Finally, all of these aged samples quenched in iced water and measured by 

XRD.  

For the concentration experiment, powders from as-cast (AC) AgxPb0.5-xTe0.5 

ingots with different x-values were measured by XRD. The powders were mixed with 

40 wt. % Ni powder as a reference, since it exhibits diffraction peaks located far from 

the PbTe peaks. Adding a reference material to the samples helps us compensate for 

the deviations in peak locations that may arise for different XRD scans. In this way, 

calculation of the lattice parameters change upon aging should be more accurate. 

 

6.1.2 In-situ samples 

Based on previous work done in our group, 13,27,28 the cast ingots were hot-

pressed at 650 °C within the single-phase region in a 12.5 mm diameter die at 45 MPa 

for 15 min. under Ar-7% H2 atmosphere, followed by iced-water quenching.  

 

6.2 Microstructure analysis and physical property measurements 

6.2.1 Scanning electron microscopy  

Characterization of the materials’ surface was carried out using a Zeiss ® Ultra 

Plus high-resolution scanning electron microscope (HR-SEM) equipped with 80 mm2 

active area Oxford® SDD EDS detector with an energy resolution of 127 eV, equipped 
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with a Schottky field-emission electron gun. The micrographs presented in this study 

were taken with secondary and backscattered electron detectors. 

 

6.2.2 X-ray diffraction 

Phase identification and lattice parameter analysis were performed applying a 

Rigaku SmartLab X-ray diffractometer, which includes a parallel-beam with high-

resolution Ge(220)x2 bounce monochromator optics, a high-speed 1D silicon strip 

detector (D/teX), 100 and a Cu Kα X-ray source (1.540593 Å). Measurements were 

taken in an angular range of 2θ = 20° through 100° with a step size of 0.05° and scan 

rate of 5°/min.  

To monitor the change in location of the XRD peaks of the system during the 

aging process, we added nickel powder to the ground PbTe-samples as a reference. 

The reason for selection of Ni is that its diffraction peaks are located far from the PbTe 

peaks. The initial fit is based on the Ni peak at around 44.5°. We added 40 wt. % Ni 

powder, a high amount that will allow accurate determination of the location of the 

peaks. 

 Rietveld analysis 

Once the final phases were identified,  Rietveld refinement was carried out using 

the GSAS-II software.101,102 The Rietveld method is a powerful method for extracting 

detailed crystal structural information from X-ray powder diffraction data. In Rietveld 

analysis, we fit a model describing how the atoms are ordered in the cell to the 

experimental data. If the model is correct, then it predicts what the “true” intensity  

values should be.  

Refinement conditions were: angle limit of 22°-99.97°, “constraint searching 

frac” (All:0:Scale),  10 parameters for background correction, initial phase fraction for 

Ni, PbTe, and AgTe3 to be 0.7, 0.2, and 0.1, respectively; the preferred orientation 

calculation method was implemented by spherical harmonics for all phases, and a 

μStrain parameter was also refined for all phases. 

6.3 Density measurements 

Determination of an irregularly shaped object is done using Archimedes’ 

principle. An object immersed in a fluid (liquid or gas) is buoyed up by a force equals 
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to the weight of the fluid that is displaced. An advantage of this method is its ability to 

consider the porosity of the sample. The sample’s bulk density can be determined using  

 𝐵 =
𝐷𝜌𝑓

𝑆 − 𝑀
 (61) 

where D [g] is the weight of the dried sample, ρf  [g cm-3] is the fluid density at a given 

temperature, S [g] is the weight of the sample when soaked in water, M [g] is the 

“moist” weight of the sample, and B[g cm-3] is the bulk density. The method was 

adapted from the international ASTM-C373-88 standard.103 

 

6.4 Thermoelectric measurements 

A unique aspect of this study is in-situ TE measurements for Ag- supersaturated 

PbTe specimens that are heated at certain temperatures for different times to track the 

onset of nucleation of Ag2Te-precipitates and their influence on TE properties. The TE 

measurements utilized in this study are divided into two main categories: electrical and 

thermal measurements. The electrical measurements were done using the Seebeck 

Analyser (SBA) and the thermal measurements were done applying the laser flash 

analysis (LFA).  

6.4.1 Electrical Analysis 

All of our measurements are done applying the Netzsch SBA-458 Nemesis ® 

system to measure the electrical conductivity and the Seebeck coefficient of bulk 

samples. All measurements are carried out in a purged Ar atmosphere.  

 Principle of operation 

 The measurement setup, see Figure 16.(a), allows a simple way for 

determination of the Seebeck coefficient of a sample, since it can be reduced to the 

configuration shown in Figure 16.(b). 
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A temperature difference ΔT = T2- T1 is applied by external heaters on the sample and 

the built-in voltage ΔV is measured. The Seebeck-coefficient of the thermocouple 

material B (αAB) is known, thus, the Seebeck coefficient of the sample (SA) is 

measured. 

 

 In-situ SBA measurements 

In-situ SBA measurements were made by loading a series of single shots during 

certain time intervals at an aging temperature of 380 °C. The sample is placed on a 

sample holder inside a chamber surrounded by a furnace. Each of the two opposite 

edges of the sample is connected to an electrical contact, thermocouple and a 

microheater. The chamber was evacuated and continuously purged with an Ar inert 

gas. The entire measurement procedure is fully automatic. The furnace starts to heat 

and follows a predefined program of temperature steps. The first step is heating at a 

heating rate of 10 °/min up to 350 °C. When the 350°C temperature step is reached a 

measurement of the electrical conductivity takes place using the electrical contacts. 

Subsequently, the two micro heaters generate a temperature difference along the 

sample and a measurement of the Seebeck coefficient takes place. Such a set of 

measurements (Electrical conductivity and Seebeck coefficients) takes 15 minutes. At 

the next step, the sample was heated with a heating rate of 5 °/min up to 380°C. The 

Figure 16 – (a). A schematic description of the principle of Seebeck coefficient 

measurement which can be reduced (b) to a typical configuration for the measurement 

of the Seebeck coefficient. (taken from Netzsch® official website) 
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program is predefined to apply approximately 170 measurement sets at 380 °C and 

380.1 °C alternatively to achieve the desired aging time. Finally, the furnace cools 

down and the sample is removed. 

 

6.4.2 Thermal analysis 

The thermal measurements performed in this study refer to thermal diffusivity 

and heat capacity. Employing the Netzsch LFA-457 Microflash ® apparatus, 104 we 

directly measure the thermal diffusivity and indirectly measure the heat capacity. The 

thermal conductivity, κ, of material can be calculated by equation 5. The material’s 

density, ρ(T), has a weak temperature dependence; hence, we neglect the temperature 

dependence of ρ. The LFA allows us to measure the thermal diffusion directly from 

the reaction time of the material to a thermal pulse. 

 

Figure 17 – A schematic description of the LFA apparatus (taken from Netzsch® 

official manual104). 

The Netzsch LFA-457 is based on a solid-state pulsed Nd:YAG laser with a 

wavelength of 1054 nm. Our LFA-457 system properties are: 



 

55 

 

• Adjustable laser power energy up to 18 J/pulse. 

• Two exchangeable furnaces that cover the entire temperature range from -125 

°C up to 1100 °C. 

• Cooling/heating rates are: 0.01-50 Kmin-1. 

The system can measure a thermal diffusivity range of 0.01 through 1000 mm2s-1 and 

a thermal conductivity range of 0.1 through 2000 Wm-1K-1. 

The laser flash method dates back to studies by Parker et al. in 1961. 105 In 

carrying out measurement, a surface of plane-parallel sample is heated by a short 

energy pulse and the resulting temperature change on the other samples’ face  is then 

measured with an infrared detector, and a thermocouple placed at the sample's environs 

measures its absolute temperature, Figure 17. A typical result obtained at such a 

measurement shown in Figure 18. The higher the sample's thermal diffusivity, the 

steeper the signal increase and the earlier time to receive a signal.  

 

Figure 18 - A typical thermal signal detected from the back face of the sample, 

allowing to assess the “half-time” rise. 

 

For adiabatic conditions, the thermal diffusivity can be calculated by105 
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 𝐷 = 1.388
𝑙𝑇

2

𝑡0.5
 (62) 

Where lT is the thickness of the measured sample and t0.5 is the time required for the 

output signal to reach 50% intensity.  

The heat capacity denotes how much heat needs to be invested to raise the sample’s 

temperature.  

 𝐶𝑝 ≡ (
∂𝐻

𝜕𝑇
)

𝑃
 (63) 

The heat capacity can be roughly described by 

 𝐶𝑝 =
𝐼

Δ𝑇
 (64) 

Were 𝐼 is the intensity of the heat absorbed by the sample with a temperature 

rise ΔT. To measure the heat capacity  using the LFA, we measure the thermal signal 

of the material having heat capacity 𝐶𝑝
𝑚𝑎𝑡 and the signal of a reference sample with a 

known heat capacity, 𝐶𝑝
𝑅𝐸𝐹. We integrate the two signals obtaining the intensities IREF 

and Imat. Our calculated intensities obey the ratio 

 
𝐶𝑝

𝑚𝑎𝑡

𝐶𝑝
𝑅𝐸𝐹

=
𝐼𝑚𝑎𝑡

𝐼𝑅𝐸𝐹
  ⇒   𝐶𝑝

𝑚𝑎𝑡 = 𝐶𝑝
𝑅𝐸𝐹

𝐼𝑚𝑎𝑡

𝐼𝑅𝐸𝐹
 (65) 

This ratio is based on an assumption that both the sample and the reference sample 

absorb the same heat intensity in each pulse. 

 In-situ LFA measurements 

In-situ LFA measurements were made applying the LFA-457 to load a series 

of single shots at an aging temperature of 380 °C. The sample is placed on a holder 

inside a chamber surrounded by a furnace. The chamber was evacuated and 

continuously purged with an Ar inert gas. The furnace starts to heat and follows a 

predefined program of temperature steps. The first step is heating at 10 °/min up to 

350 °C; then, a shot is taken. Such shot measurement prolongs approximately 5 min. 

At the next step, the sample was heated at 5 °/min up to 380 °C. The program is 

predefined to apply approximately 170 measurement sets at 380 °C and 380.1 °C 

alternately to achieve the desired aging time. Finally, the furnace cools down and the 

sample is removed. 
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6.5 Computational Methods 

In this chapter, we describe the theoretical method for modeling the diffusion 

process from first-principles. Whereas underlying theory was detailed above, herein 

we focus on technical parameters applied by VASP.  

 

6.5.1 Optimization 

In order to analyze the influence of Ag dopant at rocksalt PbTe system, we 

build a 2×2×2 supercell and then substitute some of the voids, Pb or Te sites, with Ag. 

For a 64-atom PbTe supercell, substitution of one atom yields the smallest doping level 

of 1/64 = 1.56 at. %. An interstitial site occupation yields the smallest doping level of 

1/65 = 1.54 at. %. Smaller doping level, which may be obtained by larger supercells, 

is not as practical as the computation time increases significantly.  
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Figure 19 - Examination of the Methfessel-Paxton method convergence for different 

supercells of Ag-doped PbTe. The dashed red line describes our choice of a 2×2×2 cell 

that yields total energy that differs by merely 0.01 eV from the 3×3×3 supercell energy. 

Figure 19 shows the calculated specific energies (per atom) for a 1×1×1, 

2×2×2, and 3×3×3 supercells. The calculated energy difference between 2×2×2 and 

3×3×3 supercells differs by merely about 0.01 eV. All calculations in this study were, 

therefore, performed for a 2×2×2 supercell. 
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 Selection of the appropriate functional 

No systematic and practical way is known today to converge to the exact 

density functional.106 Based on comparison between the following density functionals: 

LDA, BLYP, PBE, rPBE, AM05, and PBEsol with and without consideration of SOC, 

we conclude that GGA-PBEsol with  SOC is the most accurate way to obtain suitable 

calculated results of the parameters bandgap, lattice parameters, and density. All the 

results obtained by us are given in Table III.  

 k-mesh density  

The first step in determination the appropriate cell geometry and size is 

structure relaxation calculation, which yields the lowest energy. Recent work done by 

Joseph et al. 74,75 in our group for PbTe examined the convergence for different k-

points between the lowest density of 0.563 Å-1, which is equivalent to a 3×3×3 

Monkhorst-Pack k-point grid, and the highest density of 0.068 Å-1 corresponds to 

25×25×25 k-point grid. To calculate the electronic and elastic properties for the 

different doping levels Joseph et al. applied a finer k-mesh grid with a density around 

0.1 Å-1. Since the PbTe unit cell has the high symmetry of Fm3̅m, the total number 

symmetrically unique points is much lower, for example, the 25×25×25 grid which 

has a total of 15,625 k-points yields eventually only 455 symmetrically unique k-

points. The requested k-spacing is 0.0956592 Å-1, which leads to a 6×6×6 mesh for the 

tetrahedron method and 0.118 per Angstrom which leads to a 5×5×5 mesh for 

Methfessel-Paxton smearing with a width of 0.126563 eV. The former is used for 

diffusion coefficient calculations, and the latter is used for lattice parameter 

calculation.  
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Figure 20- Examination of the Methfessel-Paxton method convergence for different 

(a) cut-off energies, (b) smearing widths, and (c) k-points calculated for different 

ranges. The initial parameters are: (a) cut-off energy of 270 eV, (b) smearing width of 

0.126563 eV, and (c) k-mesh grid of 0.118 Å-1, which leads to a 5x5x5 mesh also 

plotted with red vertical line. 

 Applying spin-orbit coupling (SOC) 

Previous studies have shown the importance of the SOC for band structure 

calculations of PbTe due to the relatively heavy Pb atoms. 107–109 The shape of the 

energy bands has little influence and the main effect of the SOC is on the bandgap 

itself. 108,110,111 Previous study performed in our group indicates that the Seebeck 

coefficient is more sensitive to SOC than electrical conductivity does, which depends 

on the shape of the energy bands more significantly.74 For our needs in this study, we 

decide not to incorporate SOC for frequency calculations as the computation time 
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increases significantly. However, SOC was considered for activation energy 

calculations and bandgap structure calculations. 

 

6.5.2 Activation energy barrier 

It should be noted that the absolute values of calculated energies are rarely used 

in DFT applications. More relevant for DFT calculations are reaction energies and 

relative stabilities, which are more accurate due to error cancellation. The largest errors 

of approximated exchange-correlation functionals are typically in atoms and cell 

energies, thus calculation of total energies are include these errors fully. However, 

reaction energies and energy differences are affected much less. 84 

 

Figure 21 - Evaluation of the activation energy for Ag diffusion in PbTe using the density 

functional theory (DFT). The relative cell energies are calculated for different steps of the 

Ag-diffusant (light grey) along the <100> direction. Pb atoms are marked in dark grey 

and Te atoms in orange. The activation energy is the maximum value of the calculated 

relative cell energy, and is obtained at the saddle point, step no. 4. 
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To determine the activation energy for the interstitial diffusion mechanism, the 

energy invested by the system for one diffusion step is obtained by placing a silver 

atom in a 2×2×2 PbTe supercell which contains 64 atoms. In this way, we avoid 

interaction between the other silver impurities placed at the other cells of the periodic 

system.  

Adopting a straight path for diffusion jump is probably a good approximation 

for cubic PbTe. More elaborate approach would be using the nudged elastic band 

method without assuming in advance the geometry of diffusion jump. Adding 

additional degree of freedom may somewhat reduce the diffusion barrier. To simulate 

the transition state, the diffusion trajectory is divided into seven steps, for which the 

total energies are calculated. For each of these seven steps, all atoms surrounding the 

Ag-diffusant are allowed to relax toward their equilibrium positions, where the Ag-

atom position is frozen along the diffusion path only. The relative cell energy is then 

calculated for each step, indicating the difference between the total energies calculated 

for the cells where the diffusant resides at its pertinent and initial positions. The 

activation energy for diffusion is, accordingly, the maximum relative cell energy. 

Figure 21 exemplifies the way how we applied the above method for calculating the 

activation energy for diffusion of Ag in PbTe in the interstitial mechanism. 

 In addition, to indicate the calculation accuracy compared to experimental 

data, we apply the DFT calculations with the same parameters for silver diffusion in 

PbSe as a reference system, and the results of the calculation were compared with 

experimental results obtained by Fedorovich for PbSe.16,63  

6.5.3 Pre-exponential diffusion coefficient 

The electron-ion interactions were modeled within the PAW112 formalism and 

an increased plane-wave cutoff energy of 350 eV. The electronic iteration convergence 

criterion is 10-6 eV using the Normal (blocked Davidson) algorithm and reciprocal 

space projection operators. The requested k-spacing is 0.0956592 Å-1 which leads to a 

6×6×6 mesh using the tetrahedron method. Our calculations are performed for a 2×2×2 

rocksalt PbTe supercell. A Matlab pre-exponential coefficient calculation code, 

with/without SOC, for the activation energies of PbTe is provided in Appendix I. 
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7 Results 

This chapter covers the experimental and theoretical results acquired in this study 

and consists of three main sections. The first one reports on microstructure 

characterization and phase identification. The second one, in-situ TE measurements, 

includes electrical conductivity, Seebeck coefficient, and thermal conductivity 

measurements. In the last section we report on calculation of diffusion coefficients, 

bandgap, and lattice parameters for the Ag-doped PbTe system from first-principles. 

7.1 Experimental results 

7.1.1 Microstructure analysis  

This section presents the microstructure analysis obtained using SEM images 

that were taken from the 1 at. % Ag-doped PbTe aged samples. We performed SEM 

analysis for several purposes related to thermal conductivity analysis, given that the 

latter strongly correlates with the quality of sample preparation. The SEM images 

show poor synthesis quality of PbTe. The powder does not appear to be fully bonded 

in the HP process. 

Figure 22 - An in-lens secondary electron micrograph taken from an area of the 

1%Ag-doped PbTe AQ sample that was fractured, showing a brittle fracture. 
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Figure 23 – An in-lens secondary electron micrograph taken from an area of the 

1%Ag-doped PbTe AQ sample that was fractured showing that the particles grounded 

have poor connectivity after the HP process. 

Figure 24 - An in-lens secondary electron micrograph taken from an area of the 

1%Ag-doped PbTe AQ sample that was fractured showing that the particles grounded 

have poor connectivity after the HP process. 
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Figure 25 - A back-scattered electron micrograph taken from an area of the 1%Ag-

doped PbTe AQ sample that was fractured, showing that the particles grounded  have 

poor connectivity after the HP process with no evidence for additional phases except 

PbTe. 

 Density measurements  

Electrical conductivity strongly depends on the density of the material. To 

make sure that the changes in electrical conductivity cannot be associated to density 

but to microstructure and chemistry solely, we performed density measurements for 3 

samples of each Ag concentration prepared under the HP conditions discussed in 

chapter 6.1.2. The results are shown in Figure 26. 
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Figure 26 – The samples bulk density measured for different Ag-concentrations, 

showing an average value of ca. 92 % relative density.   

High relative densities (over 90%) are indicated for the samples with small Ag 

concentrations (below 2 at. %). For the samples with the high Ag concentrations (3 at. 

% or higher) the density values introduce a high error range with average relative 

density of 80 %. This low density can be associated with the poor HP process resulting 

in the microstructures shown in the SEM micrographs. 

 

7.1.2 Phase identification 

We performed XRD analysis for the specimens prepared in the multi-stage 

process, as detailed in chapter 6.2.2, to validate that we obtain the desirable single-

phase PbTe. The XRD patterns presented in Figure 27 indicate the existence of single-

phase PbTe, Ni (which was added before the XRD measurement as a reference), and 

two peaks that are suspected to correspond to AgTe3. It is important to note that these 

three peaks have the same behavior as will be introduced further below, so it is 

sufficient to focus only on one of these peaks at θ ≈ 29.2°, which is the most intensive 

one. 
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Figure 27 - XRD diffraction of 4 at. % Ag PbTe showing peaks of rock-salt PbTe, Ni 

(which was added as a reference), and peaks of AgTe3. (Corresponding to PbTe JCPDS 

number 04-002-0317, Ni JCPDS number 04-010-6148, AgTe3 JCPDS number 04-004-

8714) 

We are interested in tracking the presence of the low-intensity second-phase 

AgTe3 peaks, which are almost undetectable in our XRD analysis, and are useful for 

monitoring the evolution of Ag-based phases (AgTe and Ag2Te, etc.) in PbTe, whose 

growth is based on telluride consumption. 

 Dependence of phase evolution on Ag concentration 

In this section we will present the experiments described in Chapter 6.1.1, which 

was divided into two sections, that will help us: (a) to monitor  the effects of Ag-

alloying on the phases that appear and grow in the PbTe system; and 

(b) to determine the rate of changes in the microstructure during aging treatments. 

Figure 28 through Figure 31 show one of the two low-intensity peaks discussed in 

chapter 7.1.2, and its evolution for different Ag concentrations (Figure 28) and 

different aging times (the rest of the Figures).  

Figure 28 shows that the intensity of these peaks increases with increasing Ag 

concentration. 
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Figure 31 shows that for different aging times these two low-intensity peaks appear 

immediately after the quenching process (or the homogenization treatment) and then 

disappear after two hours of heat treatment at 380 °C and appear again with lower 

intensity after 2 h aging. The same trend is observed for 2 at. % Ag doped- PbTe 

powder at the same aging temperature (380 °C), Figure 29, with decrease of the rate at 

which this peak vanishes; eventually, it vanishes after 3 h aging. As follows from 

Figure 30, the peak appears after the quenching process and disappears after 1 h aging 

at a lower temperature of 300 °C. 
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Figure 28 – X-ray diffraction (XRD) spectra collected from the vicinity of the low 

intensity peak at ~ 29.2° indicated in Figure 27 of the AgxPb0.5-xTe0.5 system with the 

following compositions corresponding to x=0, 0.01, 0.02, 0.03, and 0.04. 
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 Dependence of phase evolution on aging time  
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Figure 29 - X-ray diffraction (XRD) spectra collected from the vicinity of the low 

intensity peak at ~ 29.2° of the Ag0.02Pb0.48Te0.5 system after aging at 380 °C for 

different times.  
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Figure 30 - X-ray diffraction (XRD) spectra collected from the vicinity of the low 

intensity peak at ~ 29.2° of the Ag0.02Pb0.48Te0.5 system after aging at 300 °C for 

different times. 
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Figure 31 - X-ray diffraction (XRD) spectra collected from the vicinity of the low 

intensity peak at ~ 29.2° of the Ag0.04Pb0.46Te0.5 system after aging at 380 °C for 

different times.  

7.1.3 In-situ TE properties 

A unique aspect of this study is the in-situ LFA and SBA measurements for 

Ag- supersaturated PbTe specimens that are heated at certain temperatures for different 

durations to track the onset of nucleation of Ag2Te-precipitates and their influence on 

TE properties. We measured the TE transport properties at a constant temperature of 

380 °C. Graphical representations of the aging time-dependent thermal diffusivities, 

electrical conductivities, and Seebeck coefficients are presented in this section for 

different silver concentrations. 

 

 In-situ LFA 

In this section we will present the results of the in-situ LFA experiments 

described in chapter 6.4.2.1. In-situ samples prepared as described in chapter 6.1.2, 

and placed inside the LFA holder. Because the major changes took place  during the 

first few hours of the in-situ experiment, which limited us to measuring only one 



 

70 

 

sample at a time, and based on our previous work in the group18, we chose to ignore 

the heat capacity measurement using the LFA instrument. This enabled us reducing 

the measurement time, since no additional time is required to collect laser shots from 

reference samples; this is critical in such in-situ experiments. We measured the thermal 

diffusivity for all of the samples using LFA, for an aging temperature of 380 °C. It 

should be noted that the samples stayed inside the chamber during heating for about 

40 min. until it reached 380 °C. Figure 32 shows the thermal diffusivity values that 

were probed for the AQ AgxPb0.5-xTe0.5 samples with the following compositions 

corresponding to x=0, 0.01, 0.02, 0.03, and 0.04 during aging at 380 °C. 
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Figure 32 – In-situ measurements of the thermal diffusivity for the AQ AgxPb0.5-xTe0.5 

samples with the following compositions corresponding to x=0, 0.01, 0.02, 0.03, and 

0.04 during aging at 380 °C.  

 In-situ SBA 

In this section we will present the results of the in-situ SBA experiments 

described in chapter 6.4.1.2. In-situ samples were prepared as described in chapter 

6.1.2, and placed inside the SBA holder. Using the SBA we measured both the Seebeck 

coefficients and electrical conductivity for an aging temperature of 380 °C. Figure 33 and 

34 display the Seebeck coefficients and electrical conductivity values vs. aging time at 

380 °C for different Ag concentrations, respectively.  
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Figure 33 - In-situ measurements of the Seebeck coefficient for the AQ AgxPb0.5-xTe0.5 

samples with the following compositions corresponding to x=0, 0.01, 0.02, 0.03, and 

0.04 during aging at 380 °C.   
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Figure 34 - In-situ measurements of the electrical conductivity for the AQ AgxPb0.5-

xTe0.5 samples with the following compositions corresponding to x=0, 0.01, 0.02, 0.03, 

and 0.04 during aging at 380 °C.   

In what follows, we calculated other TE coefficients that are derived from the 

above thermal and electrical conductivities and Seebeck coefficients; namely PF, 

lattice component of thermal conductivity, and the TE figure of merit. 
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Figure 35 - In-situ measurements of the PF calculated for the AQ AgxPb0.5-xTe0.5 

samples with the following compositions corresponding to x=0, 0.01, 0.02, 0.03, and 

0.04 during aging at 380 °C.   
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Figure 36 - In-situ measurements of the lattice thermal conductivity component 

calculated using Kim et al.12 relation and Wiedemann-Franz11 rule for the AQ 

AgxPb0.5-xTe0.5 samples with the following compositions corresponding to x=0, 0.01, 

0.02, 0.03, and 0.04 during aging at 380 °C. 
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Figure 37 - In-situ measurements of the electronic thermal conductivity component 

calculated using Kim et al.12 relation and Wiedemann-Franz rule11 for the AQ 

AgxPb0.5-xTe0.5 samples with the following compositions corresponding to x=0, 0.01, 

0.02, 0.03, and 0.04 during aging at 380 °C. 

Calculation of zT was obtained by fitting an ExpGro2 function to the 

diffusivity results (κ=y0+A1exp(x/t1)+ A2exp(x/t2)) for the different Ag concentrations 

and the results are shown in Figure 38. These results were calculated using constant 

density and Cp values that were derived from a previous study made in our group. 18 
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Figure 38 - In-situ measurements of the zT calculated for the AQ AgxPb0.5-xTe0.5 

samples with the following compositions corresponding to x=0, 0.01, 0.02, 0.03, and 

0.04 during aging at 380 °C. 

7.2 Computational results 

DFT is used to calculate point defect energies, tracer diffusion coefficients, 

electron bandgaps, bandstructures, and lattice parameters in the selected PbTe 

material. A “cif file” for the relaxed Empressite structure for DFT calculations using 

parameters discussed in chapter 6.5.1.2 can be found in Appendix II. 

7.2.1 Electronic bandgap and bandstructure 

Under the parameters and conditions described in chapter 6.5.1.2, we 

calculated the band structures, see Figure 39, from which we extracted the direct 

bandgap of PbTe obtained from the different functionals. They are listed in  Table III. 



 

75 

 

Figure 39 - Electronic band structures calculated for pure PbTe applying  SOC for the 

following approximations of the exchange-correlation functional: (a) GGA-AM05, (b) 

GGA-BLYP, (c) LDA, (d) GGA-PBE, (e) GGA-PBEsol and (f) GGA-rPBE. 

Table III - The values of bandgap and lattice parameter calculated using the LDA, 

BLYP, PBE, rPBE, AM05, and PBEsol functionals, with or without consideration of 

SOC, compared with experimental parameters from literature. 16,113,114 

             Method Eg [eV] lattice parameter [Å] 

Literature  0.19 6.462 

LDA 
w/o SOC 0.53986 6.366959 

with SOC 0.20533 6.361244 

GGA-AM05 
w/o SOC 0.70476 6.45 

with SOC 0.04348 6.441758 

GGA-PBEsol 
w/o SOC 0.6378 6.431125 

with SOC 0.08328 6.426815 

GGA-PBE w/o SOC 0.81616 6.549881 
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with SOC 0.0797 6.549881 

GGA-rPBE 
w/o SOC 0.9543 6.634315 

with SOC 0.18956 6.625582 

GGA-BLYP 
w/o SOC 0.99177 6.728633 

with SOC 0.17036 6.719971 

 

7.2.2 Gibbs formation energies 

Using the parameters described in chapter 6.5.1, we calculate the point defect 

Gibbs formation energies for Ag atoms residing in interstitial sites in PbTe, and Pb- or 

Te-vacancy formation energies. This calculation takes into account only the 

vibrational components of entropy, which denote the uncertainty in molecular 

orientation.  
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Figure 40 - The temperature-dependent Gibbs free energy change associated with 

formation of Te-vacancy in PbTe (red line), Pb-vacancy in PbTe (black line), and 

Ag-interstitial defect in PbTe (blue line) calculated from first-principles. 

Our calculations indicate that minimum Gibbs free energy values are attained 

when Ag atoms occupy interstitial sites in the PbTe lattice. It is also indicated that the 

system favors Pb-vacancies more than Te-vacancies. The higher value obtained by us 

for Te- compared to Pb- vacancies at 0 K adheres to experimental entropy values, 
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which are reported to be 28.94 and 115.78 kJ⸱mole-1, respectively.16 These data may 

also explain the relatively high solubility of silver in the PbTe-matrix regardless of the 

temperature.116 

7.2.3 Electronic partial density of states and electron localization function 

We calculate the electronic partial density of states (p-DOS) of all atomic 

species to demonstrate the dominance of p-d hybridization in chemical bonds, and how 

it determines the site-substitution nature of Ag; particularly, whether it prefers 

substitution or interstitial sites. Incorporation of an individual Ag-atom into the PbTe 

lattice in either interstitial or substitutional sites is expected to affect the p-DOS 

diagrams differently, thereby providing deeper insight into the role of electronic 

structure on Ag site-substitution. The results are shown in Fig. 39. 
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Figure 41 - The partial density of states (p-DOS) diagrams calculated for a PbTe lattice 

from first-principles, with an Ag-atom residing at (a) Pb- and (b) Te-substitution sites, 

respectively; and (c) interstitial site. Hybridization between the Pb-d (black line) and 

Te-p (red line) electronic bands is indicated. The presence of an Ag-atom in an 

interstitial site results in a sharp Ag-d (blue line) peak around -5.5 eV with pronounced 

overlap with the Te-p peak. In all three diagrams the Fermi level, EF, is set to 0. 
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We also employ the electron localization function (ELF) algorithm to visualize 

the effect of Ag point defects on the local electronic distribution in the PbTe lattice. 

The ELF is derived from the conditional probability of finding a second electron at a 

position B, given that a first electron having the same spin is located with certainty at 

position A.117 The ELF attains values ranging between 0 (no localization) and 1 

(complete localization), and is very convenient for visualization, as opposed to the 

electron charge density, which reaches unbounded negative values.118 A detailed 

description of the ELF algorithm and its application to identify site substitution 

preference can be found elsewhere.119 
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Figure 42 - Two-dimensional color-coded electron localization function (ELF) maps 

cross-sectioned along the (110) plans of Ag-doped PbTe lattices calculated from first-

principles, for the cases where an individual Ag-atom resides at (a) Pb- or (b) Te-

substitution site; and (c) interstitial site. Areas exhibiting high ELF-values in the inter-

atomic regions indicate stronger tendency to interatomic bonding. 
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7.2.4 Calculated diffusion coefficients  

We used the previous results presented in chapter 6.5.1 and determine  the 

PBEsol functional as the most appropriate one for the present case, and set the 

following computational parameters: Ecut-off=270 eV, k-mesh density of 0.118 Å-1 , and 

a smearing width of 0.126563 eV to calculate the temperature dependent diffusion 

coefficients of Ag in PbTe. The calculated results for HTST and QQ-HTST 

with/without SOC, including comparison to Didik’s 66 estimation, are presented in 

Figure 43. 

 

Figure 43 - The temperature dependent diffusion coefficients of Ag in PbTe, as 

calculated from first-principles applying the HTST approximation or the QQ-HTST 

either with consideration of SOC, denoted by the dotted blue or dashed red lines, 

respectively; or without SOC, denoted by the dotted violet or dashed orange lines, 

respectively. The black diamond symbol denotes an experimental measurement 

performed by Didik et al.66 
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8 Discussion 

We will first discuss the experimental results and then the computational results; 

finally, we will draw the correlation between them. 

8.1 Microstructure evolution 

We will begin with analysis of the phases from XRD. The diffraction peaks can 

be attributed to the PbTe- and Ni- phases with an exception of a very low-intensity 

peak at 2θ ≈ 29.2° and very low intensity two peaks at 2θ ≈ 41.7° which may 

correspond to planes (021), (220), and (202), respectively, of the AgTe3 rhombohedral 

phase having the space group R3m (160). It may indicate the existence of Te-excess, 

as expected from the AgxPb0.5-xTe stoichiometry. 

Analysis of the XRD patterns collected for AgxPb0.5-xTe0.5 with x=0, 0.01, 0.02, 

0.03, or 0.04, as well as for  Ag0.04Pb0.46Te0.5 aged for different times, reveals that these 

two low-intensity peaks emerge immediately after the quenching process or the 

homogenization treatment, as shown in Figure 31; then, disappear after 2 h heat 

treatment at 380 °C, and appear again with lower intensity after 4 h aging. Moreover, 

these peaks increase with increase of  the Ag concentration, See Figure 28 and Figure 

31. We conclude that Ag atoms are involved in formation of these peaks. 

As shown in chapter 6.1, our powders underwent homogenization for 72 h in the 

single-phase region, see phase diagram in Figure 6. The stoichiometry of the AgxPb0.5-

xTe0.5 indicated Te-excess. The preference of the silver atoms to reside in interstitial 

sites (over substitutional sites) will be discussed later in chapter 8.4. This results in 

excess of Te migrating outside the PbTe matrix. 

 As shown in chapter 6.1.1, all XRD powders underwent aging treatments at 380 

and 300 °C, and were quenched. As realized in chapter 4.3.5.4, AgTe3 phase usually 

appears after rapid cooling from an equilibrated melt above 365 °C, which explains 

the appearance of diffraction peaks for all powders that did not undergo aging after the 

first quenching from 700 °C, see Figure 29, Figure 30 and Figure 31. For our XRD 

powders undergoing aging treatments at 300 °C, the peak associated to AgTe3 vanish 

after an hour of aging and does not appear anymore, as expected from the pressure and 

temperature-relations built by Range et al;38 see Figure 8, and as expected for rapid 
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cooling from temperature lower than 365°C, see chapter 4.3.5.4. The high degree of 

fitting obtained in the Rietveld refinement that included the phases Ni, PbTe, and 

AgTe3 confirms that these are peaks of AgTe3. We, therefore, conclude that the peak 

located at 2θ ≈ 29.2° is associated to the AgTe3 phase.  

It will now be important to understand the appearance, disappearance, and re-

appearance of the peak AgTe3 under aging treatments at 380 °C for the 

Ag0.02Pb0.48Te0.5 and Ag0.04Pb0.46Te0.5 powders, and disappearance of the AgTe3 peak 

in the Ag0.02Pb0.48Te0.5 powders during aging treatments at 300 °C.  

Figure 44 – An optional scenario of the microstructure evolution of Ag-alloyed PbTe 

under aging, based on the x-ray diffraction (XRD) analysis. (1) During the quenching 

process, low concentration Ag atoms are available for the excess of Te atoms that may 

migrate out of the PbTe matrix to form the AgTe3 phase. (2) Seeds of AgTe may appear 

by consumption of Te from the AgTe3 reservoirs. (3) This process continues until all 

excess Te atoms in the PbTe-matrix are consumed. (4) AgTe precipitates that reach a 

critical nucleus size begin transformation into the Ag2Te-phase in the form of 

precipitates. Te atoms are released into the matrix, which leads to the re-appearance 

(5) of the AgTe3 phase during aging treatment. 
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The reason for the absence of the peaks associated to the Ag2Te and AgTe 

precipitates from the XRD patterns, though common for such concentrations of Ag, 

18,27,120 is unclear to us yet. However, in the study of Sheskin et al. 28 on samples 

undergoing almost identical synthesis processes (48 h homogenization instead of 72 

h), small precipitates of ~10 nm dia. having Ag:Te stoichiometry of 1:1 and large 

precipitates of ~100 nm dia. having 2:1 stoichiometry were observed immediately after 

quenching and prior to the aging treatment. Since the AgTe-phase is stable below 210 

°C, see chapter 4.3.5.3, the growth of the AgTe phase during the homogenization 

treatment at 700 °C is not enabled, which led us to assume that precipitates of the 

AgTe-phase, which is metastable in our aging temperature (380 °C), serve as seeds for 

growth of Ag2Te during the aging treatment. This scenario, illustrated in Figure 44, 

may explain the interesting phenomenon of appearance, disappearance, and re-

appearance of the AgTe3 peak during aging treatment at 380 °C in both 

Ag0.02Pb0.48Te0.5  and Ag0.04Pb0.46Te0.5 powders as follows.  

During the homogenization treatment at 700 °C, Ag-atoms reside in 

substitution / interstitial sites in the PbTe matrix. Hence, during the quenching process, 

not many silver atoms are available to form a compound with Te, so that the AgTe3 

phase is formed with a 1:3 stoichiometry; it usually appears during rapid cooling, 

Figure 44.(1). At the aging temperature (380 °C), seeds AgTe appear by consumption 

of Ag and Te from both matrix and AgTe3 precipitates, which dissolve,  Figure 44.(2). 

This is the reason for the decrease of the AgTe3 peak intensity observed during aging. 

This process continues until all excess Te atoms (beyond their solubility limit) in the 

matrix are consumed. AgTe nuclei reaching their critical size then begin to undergo 

phase transformation into the Ag2Te-phase in the form of precipitates. Transition into 

this 2:1 stoichiometry released Te back into the matrix. These Te-atoms reform the 

AgTe3 precipitates, which become stable at this temperature (380 °C). Alternatively, 

AgTe3 precipitates “revive” during the rapid cooling (Figure 44.(4)-(5)). This explains 

the re-appearance of the peak associated to AgTe3 during aging at 380 °C, as observed 

in the XRD patterns. It turns out that the variation of precipitates’ chemistry during 

this process is reflected by transition between the following Ag:Te ratios: 1:3 → 1:1 

→ 2:1 → 1:3.  
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The disappearance of the AgTe3 peak during the first 1 h of the aging treatment 

at 300 °C and the fact that it did not reappear as for the 380 °C treatment can also be 

explained by this assumption, since the rapid cooling for any aging process at the 300 

°C experiment was from a temperature lower than 365 °C. 

8.2 Thermoelectric measurements 

In contrast to our expectation from the Ag-doped PbTe system based on our 

previous experience,26,27 the changes that were observed in the thermal diffusivity, 

electrical conductivity, and Seebeck coefficient values, as well as the resulting PF and 

zT, are meager. Furthermore, the TE properties were also relatively poor in their 

absolute values, reaching a maximum value of zT ≈ 0.3. Probably the main reason for 

these poor transport properties is the low density achieved in the HP process, see 

Figure 26. This is clearly evidenced from the SEM micrographs showing a fracture 

surface with poor connection between the particles ground in Ag0.01Pb0.49Te0.5, see 

Figure 23. Another evidence was also observed for a polished surface of the 

Ag0.01Pb0.49Te0.5 sample, see Figure 24 and Figure 25. 

Prior to comparison between XRD and in-situ sets of experimental data, it is 

noteworthy that the results of the in-situ experiments are for the same synthesized 

materials, but with the addition of the HP process (about 15 min. at 650 °C under 47 

MPa). The heating process up to 380 °C (the aging temperature) at the LFA/SBA 

furnace prolongs about 40 min., which should be taken into account, as well. 

Evaporation of Te from the samples during the in-situ measurements should not 

be considered for two reasons. According to a previous report, the tellurium vapor 

pressure should range between 10-4 and 10-2 torr for the temperature range of 300 - 380 

°C, 121 and the in-situ experiments are performed under Ar atmosphere at 1 atm. The 

above indicate that most of the change in the in-situ values is due to microstructure 

evolution. 

8.2.1 In-situ LFA 

The differences in heat capacity for different aging times were reported by 

Sheskin 18 to decrease by ~ 0.01 Jg-1K-1 after 6 h aging at 380 °C and to increase back 

to the starting heat capacity value after 48 h aging. We considered in this study a 
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constant value of 0.156 Jg-1K-1, based on Sheskin’s work, provided that the samples 

were prepared using the same methodology and instruments. 18  

The results provided in Figure 32 show that all significant changes occur during 

the first 2 h, which is remarkable and shows that the microstructure evolution is fast. 

The main problem with in-situ experiments is the lack of a uniform reference state, i.e. 

t=0 is essentially not identical for all, since not all samples were in the same carousel, 

and measurements were not taken at the same time. We can conclude that any 

comparison between the behavior of the specimens containing different amounts of 

Ag should be done with extra care. The decrease in thermal diffusivity was much lower 

than expected, as shown in Figure 32. However, it is important to note that heating up 

to 380 °C (the aging temperature) at the LFA furnace prolongs about 40 min., which 

is in the same order of magnitude of the time required for significant changes in 

microstructure. The most significant decrease was obtained for sample 

Ag0.01Pb0.49Te0.5, by ca. 0.1 mm2/s. All of these results for 1-3 at. % Ag (diffusivity 

decreases) are due to precipitation that scatters phonons. The other samples showed 

decrease by about 0.01 mm2/s. Also, the pure PbTe sample showed comparable 

reduction. The 4 at. % Ag sample shows an opposite trend: diffusivity increases. We 

can easily assume that the concentration of 4 at. % Ag is too high, and slightly 

surpasses the solubility limit. So, precipitation does not occur during the in-situ 

experiments (it has reached saturation in the former stages), and the matrix is cleaned 

from the supersaturated Ag-solute atoms; therefore, diffusivity increases.  

8.2.2 In-situ SBA 

As shown in chapter 4.3.5.5, when the silver atoms occupy interstitial sites they 

act as donors (n-type), and when they occupy Pb-substitution sites they act as acceptors 

(p-type). As discussed in chapter 4.1.1.1, positive Seebeck coefficient indicates a p-

type semiconductor and negative Seebeck coefficient indicates n-type semiconductor. 

A common way to control the polarity of the PbTe semiconductor is to increase the 

concentration of one of the matrix elements: p-type conductivity under Te-rich 

conditions and n-type under Pb-rich conditions. As expected, 90 the Ag-doped samples 

(Te-rich) feature p-type polarity. Another confirmation for this behavior is the n-type 

polarity of the undoped PbTe, see Figure 33. What can be obtained from the in-situ 
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results are changes in polarity over time. For example, the sample becomes more or 

less p-type with the increase or decrease of the Seebeck coefficient, respectively. 

Figure 33 and Figure 34 show very similar trends of decrease, which can be easily 

related to the consumption of Ag from the matrix. Since Ag atoms are consumed by 

Ag-rich precipitates during their nucleation and growth, their average concentration in 

the PbTe matrix decreases with aging time; therefore, the polarity of the Seebeck 

coefficient as p-type and the electrical conductivity, decreases.  

Most Ag-doped samples show increase in the first 7 h up to maximum values of 

electrical conductivity or Seebeck coefficient. The time to obtain maximum values of 

both for different Ag concentrations is given in Table IV. As discussed in chapter 8.2,  

heating up to 380 °C prolongs about 40 min., which is in the same order of magnitude 

as the time required for significant changes in microstructure. Thus, the results 

presented in Table IV must be considered very carefully. 

 

Table IV – The time required to obtain maximum values of Seebeck coefficients and 

electrical conductivity for different Ag concentration. 

 Time [h] 

Ag concentration 

[at. %] 
Seebeck coeff. Electrical conductivity 

0 - - 

1 7 12 

2 2.5 5.5 

3 1.7 0.5 

4 0.5 ~ 0 

 

It is indicated that increase of the Ag concentration reduces the time needed to 

reach the maximum value of the Seebeck coefficient and electrical conductivity. This 

may be related to precipitate nucleation rate, which grows with increasing Ag 

concentration.  

For adequately longer aging times than the time presented in Table IV, the 

coarsening regime begins, in which Nv decreases along with the decrease of lattice 

strain. At that time, the average concentration of solute Ag atoms in the matrix 
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continues to decrease with aging time until it reaches an equilibrium value for longer 

aging times. We can observe these trends up to 65 h, and maybe more. 

 

The PF, shown in Figure 35, is the product of Seebeck coeff. and electrical 

conductivity; hence the drastic changes observed for all the PF values. 

To differentiate between the electronic and lattice components we evaluate the 

former applying the Wiedemann-Franz relationship,11 equation 7, where L is evaluated 

for a general case of non-degenerate semiconducting behavior by applying the 

semiempirical expression reported by Kim et al.,12 equation 8. Figure 36  and Figure 

37 show that the electronic component is lower by approx. five orders of magnitude 

than the lattice component. Also, the changes in the electronic thermal conductivity 

component are of the order of magnitude of about 0.5∙10-5 Wm-1K-1 ; that is, no change 

with respect to the observed changes in the lattice thermal conductivity (which are also 

of the order of magnitude of 0.5 Wm-1K-1). This confirms our claim that all the changes 

in thermal conductivity are mainly due to the changes in the microstructure. 

Figure 38 shows the effects of aging and microstructure evolution on the TE 

figure of merit, zT. Interestingly, it is indicated that zT is extremely sensitive to 

microstructure evolution, particularly for the undoped and 1 at. % Ag-doped PbTe 

samples. For higher Ag-concentrations, zT becomes less sensitive. Additionally, the 

undoped-PbTe material exhibits maximum zT-values that are lower than those of the 

doped ones. The major changes in TE transport coefficients occur for the electrical 

conductivity and Seebeck coefficient. The only reason for the changes in thermal 

diffusivity is due to development of scattering centers and, as expected, they are almost 

not observed for undoped PbTe. Our explanation for the changes in electrical behavior 

for undoped-PbTe is that these changes result mainly from evaporation of Te during 

the aging process. Conversely, the thermal conductivity, which appears in the zT 

denominator, exhibits very small changes with respect to doped samples (Figure 36 

and Figure 37). For the doped-PbTe samples, significant changes in all the components 

of zT can be observed (i.e. electrical and thermal conductivities and the Seebeck 

coefficient), in contrast to the behavior of the undoped-PbTe (Figure 36, Figure 32, 

and Figure 37).  
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Since there is a lack of a uniform reference state, i.e. t = 0 is essentially not 

identical for all heat treatments, it is impossible to subtract the changes obtained for 

undoped-PbTe from the other samples and thus to isolate the behavior resulting from 

the different Ag components.  

8.3 Electronic bandgaps and bandstructures 

To determine the exchange-correlation functional that is most appropriate for 

the current calculation, we test the local-density approximation (LDA) as well as 

several GGA -based and hybrid functionals, either with or without SOC. Electronic 

band diagrams were calculated using the following functionals:  LDA,122 BLYP,123 

PBE,124 rPBE,125 AM05,126 and PBEsol. 83 Figure 39 shows the band structures 

calculated for these functionals considering SOC.  

It is shown that the general shape of all band structures is preserved for all 

different functionals. This trend applies either with or without considering SOC. Our 

calculated band structures correspond to those reported elsewhere. 16,114,127–130 We 

refer to the bandgap values of PbTe that were experimentally acquired for PbTe at 

different temperatures by Dalven,16 e.g. Eg (4.2 K) = 0.19 eV, Eg (77 K) = 0.217 eV, 

Eg ( 300 K) = 0.31 eV, and Eg (373 K) = 0.34 eV as reference values, although DFT 

generally underestimates the bandgaps. 130,131 Extrapolation of these values to 0 K 

yields Eg = 0.187 eV. The electronic bandgap solely is, however, not the only 

magnitude to be optimized; weighting between both electronic band gaps and lattice 

parameters is required. In this sense, the following three GGA-based functionals: PBE, 

PBEsol, and AM05 well- address this combination. We, eventually, decide to apply 

PBEsol with SOC for our calculations, since it yields better agreement with 

experimental values and, most importantly, since it has been widely utilized in the past 

to calculate TE properties of PbTe.17,74,75,114,132 The better accuracy achieved for all the 

calculations considering SOC corroborates the statement that SOC is dominant in these 

systems.74,107,128,133 
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8.4 Gibbs formation energies  

So far, no unambiguous evidence stating that the dominant mechanism of Ag 

diffusion in the rocksalt PbTe system is interstitial has been reported. However, there 

is some evidence that this mechanism is common in comparable systems. Silver is one 

of the noble metals, exhibiting completely-filled d-orbitals, such as Cu and Au. These 

metals are found to diffuse dominantly via the interstitial mechanism in PbSe.16,63 The 

great similarity between the binary systems Pb-Te and Pb-Se considering the pertinent 

sections of their phase diagrams,116,134 their band structures,114,128 their chemical 

identity, crystallographic structures, and the different phases obtained after doping 

with silver, is indicative that the predominating diffusion mechanism of silver in PbTe 

should be interstitial by nature. To corroborate this choice, we compare both 

substitutional and interstitial states computationally. 

Figure 40 shows that minimum Gibbs free energy values are attained when Ag 

atoms occupy interstitial sites in the PbTe lattice, and that the system favors Pb 

vacancies more than Te vacancies. These data justify our choice to calculate the 

diffusion coefficients of Ag in PbTe in the interstitial mechanism. 

8.5 Electronic partial density of states and electron localization 

function 

Figure 41 displays the p-DOS diagrams calculated for an Ag-atom residing at 

(a) Pb- and (b) Te-substitution sites, respectively; and (c) interstitial site. The p-DOS 

diagram indicates hybridization between the Pb-d and Te-p electronic bands, forming 

directional bonding between the Pb- and Te- nearest neighbors along the <100>-

directions. This is manifested by shifts in the Pb-d and Te-p peaks in the p-DOS 

diagrams towards increased level of overlap, as appear in Figure 41 (a) and (b).  

The presence of Ag atoms in either Pb- or Te-substitutional sites is manifested 

by sharp peaks at around -3.5 and -4.5 eV, respectively, where the Fermi energy, 𝐸𝐹, 

is zero. Slight overlaps between the Ag-d and Te-p peaks are observed in Figure 41 (a) 

and (b). Interestingly, introduction of an Ag-atom in an interstitial site results in a sharp 

Ag-d peak around -5.5 eV with pronounced overlap with the Te-p peak. Furthermore, 
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this yields stronger overlap between the local Pb-d and Te-p peaks. This behavior 

clearly signifies the preference of Ag- atoms for interstitial sites in the PbTe lattice. 

Moreover, Figure 42 shows two-dimensional ELF mapping of the (110) planes 

comprising all three elements: Pb, Te, and Ag for the cases where an individual Ag-

atom resides at (a) Pb- or (b) Te-substitution site; and (c) interstitial site.   

Comparison between Figure 42 (a) and (b) indicates that Ag-Pb bonding is 

preferred more than Ag-Te bonding. This can be elucidated by the p-d hybridization 

shown above, which is enabled when both types of Pb-Te and Ag-Te bonding are 

formed. For the case where an Ag atom resides at an interstitial site, Figure 42 (c), 

bonding between Ag and both Pb- and Te-nearest neighbors is enabled, rendering it as 

the preferred state. This corroborates the conclusions drawn from the p-DOS diagrams. 

8.6 Diffusion coefficient calculations 

To corroborate our approach stating that interstitial Ag diffusion in Pb-

chalcogenide systems is probable, we select the PbSe system as a case study, and 

calculate the activation energy for Ag diffusion in PbSe. Then, we compare our results 

to experimental data, which were provided by Fedorovich, 63 who reported on diffusion 

of 110Ag radioactive isotope in a PbSe single crystal. This technique is considered to 

be the most accurate one for measuring tracer diffusion coefficients due to its high 

sensitivity to low concentrations spanning over a range of about five orders of 

magnitude in radioactive intensity. The activation energy for diffusion reported by 

Fedorovich, 33.76 kJ⸱mole-1, is lower than the values calculated by us for PbSe, that 

is, 45.7 and 48.8 kJ⸱mole-1 with or without SOC, respectively. This is reasonable 

considering the lattice vibrations taking place at finite temperatures in practice, which 

facilitate the transport of the diffusing atom. For Ag diffusion in PbSe, consideration 

of SOC provided values that are closer to those reported by Fedorovich, highlighting 

the essence of the SOC effect in such calculations. We note that Fedorovich performed 

the diffusion measurements for single-crystalline samples, so that no other rapid 

(‘short-circuit’) diffusion mechanisms are expected, what makes these data 

comparable to those calculated in this study. 
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We determine the pre-exponential diffusion coefficient for an interstitial 

mechanism using either the HTST and QQ-HTST approximations, and obtain 

practically the same results, namely 9.69∙10-6 and 1.08∙10-5 cm2⸱s-1 with or without 

SOC, respectively. Similarly, both values of the activation energy for diffusion, with 

and without SOC, are determined to be 52.9 and 57.4 kJ⸱mole-1, respectively. Based 

on these data, the diffusion coefficients of Ag in PbTe are plotted for the entire 

temperature range where the rock-salt PbTe phase is stable (250 - 1190 K),116,134–136 

Figure 43. The difference between the calculated activation energies where SOC is 

considered or not is estimated to be ~ 4.5 kJ⸱mole-1.  

The differences between the void radii corresponding to the interstitial sites of 

both rocksalt systems should also be considered. In the rocksalt system, all interstitial 

sites are symmetrically-equivalent, having the same radius. The interstitial site radii 

are 1.327 and 1.181 Å for PbTe and PbSe, respectively; that is, the interstitial site 

radius of PbTe is ca. 1.4 times larger than that of PbSe. Since the ionic radius of Ag is 

1.26 Å,137 it is reasonable that Ag atoms should occupy interstitial sites in PbTe more 

easily than in PbSe, which may account for the  lower activation energy in PbSe  with 

respect to that in PbTe. 

Estimation of Ag bulk diffusion in PbTe was performed by Didik et al.66 They 

reported on a value of ~10-14 cm2⸱s-1 at 313 K. For comparison, the diffusion 

coefficients calculated by us applying SOC are 1.44∙10-14 and 1.39∙10-14 cm2⸱s-1 at 313 

K for the HTST and QQ-HTST methods, respectively. 

As a final remark, we compare our predicted diffusion data with other 

experimental results. The diffusion coefficient of Ag in PbTe can be extracted from 

the thorough study of Bergum et al., 32 who  measured the concentration of Ag atoms 

across the interface between PbTe–Ag2Te diffusion couples applying EPMA to 

determine the solvus lines of the PbTe and Ag2Te phases in the pseudo-binary PbTe-

Ag2Te system. It is noteworthy that the goal of Bergum’s study was not to determine 

diffusion coefficients; however, they can be indirectly extracted from the 

concentration profiles reported therein. The diffusion coefficients of Ag in PbTe at 

375, 450, 550, and 650 °C were extracted by us to be D0
Bergum = 3.58×10-5 cm2⸱s-1 and 

Q=87.05 kJ⸱mole-1 by fitting the Ag-concentration profiles to the error function, 
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describing diffusion of solute atoms from a semi-infinite source. Interestingly, this pre-

exponential factor derived from Bergum et al. is close to that calculated by us; 

however, the activation energy is significantly larger than ours. These values 

correspond to DBergum(313K)=1⸱10-19 cm2⸱s-1, which is a much lower value compared 

to the estimation given by both Didik et al. 66 and our calculation.  Such deviations can 

be associated to the extremely high sensitivity of diffusion coefficients to the 

material’s composition and impurity level, as well as to defects, degree of crystallinity, 

grain size, etc.,138,139 which are difficult to consider in DFT calculations. 

9 Summary and conclusions 

This study introduces a combination between experimental and computational 

procedures. We evaluate the temperature-dependent diffusion coefficients of Ag in the 

TE compound PbTe applying DFT calculations and implementing the TST, 

considering both SOC and ZPE corrections. Our computational findings can be 

summarized as follows: 

1. The dominant diffusion mechanism of Ag in PbTe is interstitial. This is 

supported by calculations of point defect formation energies.  

2. It is found that consideration of SOC is essential for appropriate evaluation of 

the activation energy for diffusion mostly.  

3. Conversely, both HTST and QQ-HTST approximations yield practically the 

same values of pre-exponential factors. 

4. The pre-exponential diffusion coefficient for the interstitial mechanism is 

evaluated to be 9.69∙10-6 or 1.08∙10-5 cm2⸱s-1 applying either the HTST or QQ-

HTST approximations, respectively. The activation energy for diffusion is 

evaluated to be 52.9 and 57.4 kJ⸱mole-1, with or without SOC, respectively. 

These values seem to well-agree with the data measured by Didik et al.66 at 313 

K. Interestingly, the trend where the calculated activation energy considering 

SOC is greater than that calculated disregarding SOC is preserved for Ag 

diffusion in PbSe, as well, that is, 45.7 and 48.8 kJ⸱mole-1, respectively. For 

both PbTe and PbSe systems, which are chemically and crystallographically 

similar, the difference is ca. 3-4 kJ⸱mole-1.  
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In conclusion, our study provides useful information that enables us evaluate the 

kinetics of phase transformations in Ag-alloyed PbTe compounds applied for TE 

applications. Such information is very instructive in the broader view, by providing 

practical tools to assess thermal stability of TE compounds and conditions of service 

durations or temperatures in which TE devices are prone to degrade. 

The experimental procedures allowed us to reveal the metastable AgTe3 phase that 

is possibly involved in evolution of the Ag2Te phase. The typical time for the 

disappearance/formation of the Ag-rich phase obtained in the XRD measurements is 

between 1-2 h. In-situ measurements also show changes that are probably due to 

microstructure evolution on the order of several hours. Our DFT calculations, on the 

other hand, yield D0 = 1.08∙10-5 cm2⸱s-1. Both experimental and computational 

magnitudes can be correlated to each other. For example, we consider the free energy 

of the [011̅](100)PbTe∥[010](100) Ag2Te interface (calculated in our group) to be  𝛾 

= 0.2 J⸱m-2, the concentration of Ag inside Ag2Te precipitates to be 𝐶𝛽 = 0.6 and at the 

PbTe matrix 𝐶𝛼 = 0.03, and precipitate size of 100 nm, as measured by Sheskin et al. 

28 Combining these magnitudes in the expression describing the average precipitate 

growth rate, as follows: 140,141 

  𝑅(𝑡)3 = 𝑅0
3 + (

8

9
) ⸱

𝐶𝛼𝛺𝛾𝐷

𝐶𝛽𝑅𝑇
𝑡 (66) 

enables us to estimate the characteristic time for microstructure evolution at 380 °C to 

be 15 min. This has strong implications for thermal stability and performance 

degradation of TE devices, based on nanostructured compounds.  

We consider the above-described research to be challenging and original. To the 

best of our knowledge, it combines methods that are new to the field of TE materials. 

We believe that the results of this research will introduce a significant contribution to 

understanding the effects of microstructure evolution on TE performance. 
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Appendix I A Matlab code for calculation of the diffusion coefficients 

 

function [QQHTST_Ag_PbTe, HTST_Ag_PbTe, figure_Ag_PbTe] = 

DiffCo_Ag_PbTe() %function diffinition line 

  

                                                      %Ag PbTe data 

clear 

  

                                                      %Variables for 

calculations  

QwithoutSOC = 57.43*10^3;       %J/mole 

QwithSOC = 52.891*10^3;           %J/mole  

d = 3.21985E-08;                  % the jump length of the atom in 

[cm] 

R = 8.314;                       % gas constant -  [J/molK] 

h=6.626*10^(-34);                % plank's const (m^2kg/s) 

kB = 1.38*10^(-23);              % [(m^2 kg)/(s^2 K)] 

uper = []; downer = [];    

Tm = 1190;                       % temperature of melting in Kelvin 

  

C0Te = 0.3333; 

CbetaTe = 0.5; 

C0 = 0.04;                       % the real concentration of Ag at 

the matrix -  the average mole fraction of solute in thematrix 

[mol/m3] 

Calpha = 0;                      % equilibrium Ag concentration at 

the matrix 

Cbeta = 0.5;                     % equilibrium Ag concentration at 

the precipitates 

gamma = 0.2;                     % the Surface energy [J/m^2] from 

Assaf Hadad, for Ag surface termination,  

                                 % for Te surface termination they 

                                 % obttained gamma = 0.9 [J/m^2], 

for 

                                 % the orientetion 

(100)(010)PbTe||(100)(010)Ag2Te 
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Omega = (6.0221*10^23)*(823.73*10^(-30))/16;  % Omega = NA*Vcall/Z 

is   the   molar   volume   of   the   precipitate(m3/mol) (the mean 

atomic (or molar) volume of the particle) from JCPDS - 04-014-6681 

Temp380 = 380+273;               % In Kelvin 

R = 8.3144598;                   % [J/Kmol] 

D380C_withoutSOC = (2.32836223356355E-10)*0.0001;   % diffusion 

coefficient for 380C without SOC [m^2/s]  

D380C_withSOC = (5.39264780369667E-10)*0.0001;             % 

diffusion coefficient for 380C with SOC [m^2/s]  

R0 =100*10^(-9) ;                % precipitate radius at t=0  at m  

  

%import frequencies-------------------------------------------------

------- 

freqFileS1 = importdata('C:\Users\Meir Haim Dahan\OneDrive - 

Technion\Magister degree\jobs\job 13 DFT Pre_Exponential 

Coefficients\freqeuncies_Files\interstitial Ag 

PbTe\6x6x6\freq_file_6x6x6_step1','r'); 

freqFileS3_5 = importdata('C:\Users\Meir Haim Dahan\OneDrive - 

Technion\Magister degree\jobs\job 13 DFT Pre_Exponential 

Coefficients\freqeuncies_Files\interstitial Ag 

PbTe\6x6x6\freq_file_6x6x6_step3_5','r'); 

  

  

%checking if the files of frequencies are cool----------------------

------- 

if (length(freqFileS1)-1)==length(freqFileS3_5)          

    %checking if the files of frequencies are cool 

     

     

    %create temperature vector. we can change the temperature vector 

    %following our needs and it won't destroy our calculations 

     

    Tk=[25:5:300, 313, 350:10:600, 648, 650:10:720, 723, 730:10:800, 

823, 830:10:920, 923, 930:5:1400 ]; 

    Tc=Tk-273;        %for celcius 

    D0_HTST = (prod(freqFileS1)/prod(freqFileS3_5))*10^12*d^2; 
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     %calculate QQ-HTST's Diffusion Coefficients  

    for i=1:length(Tk) %for every Temperature 

        for f1=1:length(freqFileS1) 

             uper(f1) = 

2*sinh(((h)*freqFileS1(f1)*10^12)/(2*kB*Tk(i))); 

            %we create a vector with cell for every frequency at 

this 

            %temperature for step 1 

        end  

         

        for f2=1:length(freqFileS3_5) 

             downer(f2) = 

2*sinh(((h)*freqFileS3_5(f2)*10^12)/(2*kB*Tk(i)));  

              %we create a vector with cell for every frequency at 

this 

              %temperature for step 3.5 

        end  

         

        %for the temperature Tk(i) we will calculate the D(Tk(i)) 

                

        D_QQ_woSOC(i) = (kB*Tk(i)/h)* 

(prod(uper)/prod(downer))*exp(-QwithoutSOC/(R*Tk(i)))*d^2;  

        D_QQ_SOC(i) = (kB*Tk(i)/h)* (prod(uper)/prod(downer))*exp(-

QwithSOC/(R*Tk(i)))*d^2; 

               

    end 

  

else 

    disp('Error with number of frequencies') 

end 

  

%definition of 1/T for the graphs 

overTk = (1./Tk)*10^3; 

overTc = (1./Tc)*10^3; 
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%Fitting for QQ-HTST model for the linear ln(D)=ln(D_0)-Q/RT--------

----- 

  

  

[D_fit_QQ_SOC, D_fit_QQ_SOC_gof] = 

fit((1./Tk)',log(D_QQ_SOC)','poly1'); 

[D_fit_QQ_woSOC , D_fit_QQ_woSOC_gof] = 

fit((1./Tk)',log(D_QQ_woSOC)','poly1'); 

  

  

  

                                % extract the fitting values 

calculated 

D_fit_QQ_SOC=coeffvalues(D_fit_QQ_SOC); 

D_fit_QQ_woSOC=coeffvalues(D_fit_QQ_woSOC); 

                                %extract the activation energies 

calculated  

Q_fit_QQ_SOC=D_fit_QQ_SOC(1)*8.314; 

Q_fit_QQ_woSOC=D_fit_QQ_woSOC(1)*8.314; 

                                %extract the D0 - pre-exponential 

parameter 

D_fit_QQ_SOC=exp(D_fit_QQ_SOC(2)); 

D_fit_QQ_woSOC=exp(D_fit_QQ_woSOC(2)); 

  

     

  

%a = D_0 , b=-Q/R -> Q=b*8.314/10^3 [kJ/mole]  

  

%Ploting------------------------------------------------------------

----------------------------------------- 

% maximum and minimum for plot 

overTk_min=10^3/(800+273);    % 800C as at Fedorovich exp 

overTk_max=10^3/(400+273);    % 400C as at Fedorovich exp 

Dmin = -Inf; 

Dmax=Inf; 

  

subplot(2,1,1) 
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figure_Ag_PbTe = plot(overTk,D_QQ_woSOC,overTk, D_QQ_SOC) 

title('Ag in PbTe - D Vs T') 

ylabel('D [cm^2/s]') 

xlabel('10^3/T [10^3 K^{-1} ]') 

axis( [overTk_min, overTk_max, 0, 1E-4] ) %axis limits 

legend('QQ-HTST without SOC', 'QQ-HTST with SOC') 

  

  

subplot(2,1,2) 

semilogy(overTk,D_QQ_woSOC, overTk, D_QQ_SOC) 

ylabel('log(D)') 

xlabel('10^3/T [ 10^3 K^{-1} ]') 

title('Ag in PbTe - logaritmic scale of D  Vs T ') 

axis( [overTk_min, overTk_max, 1E-50,  1] ) %axis limits 

legend('QQ-HTST without SOC', 'QQ-HTST with SOC') 

  

% Second - T Celsius axis definition 

%ax1 = gca; 

%ax1.XColor = 'k'; 

%ax1.YColor = 'k'; 

%ax1_pos = ax1.Position; %Adding position of the first (overTk) axis 

to ax1_pos 

%ax2 = axes('Position', ax1_pos, 'XAxisLocation', 'top', 'Color', 

'none') 

  

%line(Tc,D_QQ_woSOC, ax2) 

  

%Export tables of contents------------------------------------------

--------- 

  

TitleNames_QQHTST = 

{'one_over_T','T','D_QQ_without_SOC','D_QQ_with_SOC'}; 

%units : 1/K , K, cm^2/s , cm^2,s 

QQHTST_Ag_PbTe = table(overTk',Tk',D_QQ_woSOC', D_QQ_SOC' ); 

TitleNames_HTST = {'D0_HTST','QwithoutSOC','QwithSOC', 'Tm', 

'd','D_fit_QQ_SOC', 'Rsquare_fit_QQ_SOC_gof', 'Q_fit_QQ_SOC' , 

'D_fit_QQ_woSOC', 'Rsquare_fit_QQ_woSOC_gof', 'Q_fit_QQ_woSOC'}; 
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%units cm^2/s, j/mole, j/mole, K, cm, cm^2/s, cm^2/s, cm^2/s, cm^2/s 

HTST_Ag_PbTe = table(D0_HTST',QwithoutSOC',QwithSOC', Tm', 

d',D_fit_QQ_SOC', D_fit_QQ_SOC_gof', Q_fit_QQ_SOC' , 

D_fit_QQ_woSOC', D_fit_QQ_woSOC_gof', Q_fit_QQ_woSOC'); 

  

%changing the Variables for the titles columns of the table 

QQHTST_Ag_PbTe.Properties.VariableNames(1,:)=TitleNames_QQHTST(:); 

HTST_Ag_PbTe.Properties.VariableNames(1,:)=TitleNames_HTST(:); 

  

  

%create files of tables for the material 

  

writetable(QQHTST_Ag_PbTe,'DiffusionDataQQ_Ag_PbTe.csv'); 

writetable(HTST_Ag_PbTe,'DiffusionDataHTST_Ag_PbTe.csv'); 

  

t_QQ=-R0^2/(2*D380C_withoutSOC*((C0-Calpha)/(Cbeta-Calpha))) 

t_QQ_withSOC=-R0^2/(2*5.15655944684357e-10*((C0-Calpha)/(Cbeta-

Calpha))) 

  

  

tR3_QQ = 

R0^3/((8*gamma*C0*D380C_withoutSOC*Omega)/(9*R*Cbeta*Temp380)) 

tR3_QQwithSOC = 

R0^3/((8*gamma*C0*D380C_withoutSOC*Omega)/(9*R*Cbeta*Temp380)) 

  

thours_withoutSOC = tR3_QQ/(60*60) 

thours_withSOC = tR3_QQwithSOC/(60*60) 

  

D_Te_380=(2.7*10^(-6))*exp(-(0.75)/((8.6*10^(-5))*(380+273)))*0.0001   

% diffusion coefficient of Te in PbTe for 380C  [m^2/s] 

tR3_Te = R0^3/((8*gamma*C0Te*D_Te_380*Omega)/(9*R*CbetaTe*Temp380)) 

thours_Te = tR3_Te/(60*60) 

end 
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Appendix II AgTe (Empressite) cif file 

data_3D\Atomistic 

_audit_creation_date              2019-02-24 

_audit_creation_method            'Materials Studio' 

_symmetry_space_group_name_H-M    'PNMA' 

_symmetry_Int_Tables_number       62 

_symmetry_cell_setting            orthorhombic 

loop_ 

_symmetry_equiv_pos_as_xyz 

  x,y,z 

  -x+1/2,-y,z+1/2 

  -x,y+1/2,-z 

  x+1/2,-y+1/2,-z+1/2 

  -x,-y,-z 

  x+1/2,y,-z+1/2 

  x,-y+1/2,z 

  -x+1/2,y+1/2,z+1/2 

_cell_length_a                    8.8820 

_cell_length_b                    20.1000 

_cell_length_c                    4.6140 

_cell_angle_alpha                 90.0000 

_cell_angle_beta                  90.0000 

_cell_angle_gamma                 90.0000 

loop_ 

_atom_site_label 

_atom_site_type_symbol 

_atom_site_fract_x 

_atom_site_fract_y 

_atom_site_fract_z 

_atom_site_U_iso_or_equiv 

_atom_site_adp_type 

_atom_site_occupancy 

Ag1    Ag    0.75000   0.05130   0.16690   0.00000  Uiso   

1.00 

Ag2    Ag    0.25000   0.15582   0.74330   0.00000  Uiso   

1.00 

Ag3    Ag    0.52010   0.06565   0.64990   0.00000  Uiso   

1.00 

Te4    Te    0.52280   0.15783   0.09990   0.00000  Uiso   

1.00 

Te5    Te    0.25000   0.26324   0.35100   0.00000  Uiso   

1.00 

Te6    Te    0.25000   0.03365   0.34170   0.00000  Uiso   

1.00 

loop_ 

_geom_bond_atom_site_label_1 

_geom_bond_atom_site_label_2 

_geom_bond_distance 

_geom_bond_site_symmetry_2 

_ccdc_geom_bond_type 

Ag1    Ag1     3.094   2_655 S 

Ag1    Ag1     3.094   2_654 S 
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Ag1    Ag2     2.828   6     S 

Ag1    Ag3     3.036   .     S 

Ag1    Ag3     2.824   6     S 

Ag1    Ag3     3.115   2_654 S 

Ag1    Ag3     3.153   1_554 S 

Ag1    Te4     2.959   .     S 

Ag1    Te6     2.902   5_655 S 

Ag1    Te6     2.838   5_656 S 

Ag2    Ag1     2.828   6_455 S 

Ag2    Ag3     2.774   6_456 S 

Ag2    Te4     2.929   1_556 S 

Ag2    Te4     2.565   6_455 S 

Ag2    Te5     3.242   7_556 S 

Ag2    Te5     2.434   7     S 

Ag2    Te6     3.076   .     S 

Ag3    Ag1     2.824   6_455 S 

Ag3    Ag1     3.115   2_655 S 

Ag3    Ag3     3.001   5_656 S 

Ag3    Ag1     3.153   1_556 S 

Ag3    Ag2     2.774   6_556 S 

Ag3    Te4     3.142   .     S 

Ag3    Te4     2.783   1_556 S 

Ag3    Te6     2.862   .     S 

Ag3    Te6     3.244   2     S 

Ag3    Te6     2.856   5_656 S 

Ag3    Te6     3.119   6     S 

Ag3    Te6     3.176   6_556 S 

Te4    Ag3     2.783   1_554 S 

Te4    Ag2     2.929   1_554 S 

Te4    Ag2     2.565   6     S 

Te4    Te5     2.577   4     S 

Te4    Te5     3.119   7     S 

Te4    Te5     2.935   6     S 

Te5    Te4     2.577   4_455 S 

Te5    Te4     3.119   7     S 

Te5    Te4     2.935   6_455 S 

Te5    Ag2     3.242   7_554 S 

Te5    Ag2     2.434   7     S 

Te6    Ag3     3.244   2_554 S 

Te6    Ag3     2.856   5_656 S 

Te6    Ag3     3.119   6_455 S 

Te6    Te6     2.674   2_554 S 

Te6    Te6     2.674   2     S 

Te6    Ag1     2.902   5_655 S 

Te6    Ag3     3.176   6_456 S 

Te6    Ag1     2.838   5_656 S 
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 תקציר
להספק חשמלי,  ושטף חום להמיר הפרשי טמפרטורהמסוגלים חומרים תרמואלקטריים 

, ובפרט בנושא שיפור יעילות התפתח מאוד בשני העשורים האחרונים המחקר בתחום זהפך. יולה

אחד מהיתרונות של . מבנים ופאזות משניות-ננוההמרה התרמואלקטרית באמצעות יצירה של 

חום לאנרגיה חשמלית בצורה נקייה ולא  תחומרים תרמואלקטריים הוא יכולתם להמיר אנרגי

 .בתוך החומר משניות מזהמת. אחת השיטות לשיפור יעילות חומרים כאלה היא גידול פאזות

ובכך עוזרות בשימור נונים, יזור פובאמצעות פ עוזרות בהנחתת מעבר החום בחומרפאזות אלה 

, וכן בהשפעה על מאזן המטען החשמלי חשמלהפיק ל ניתן שבאמצעותושל הפרש הטמפרטורה 

. אלמנט ידוע (PbTe) טלוריד-עופרתהוא  . חומר נפוץ מאוד להמרת אנרגיה כזוהחופשי בחומר

 ת הפאזיצירת המהוה מרכיב עיקרי ב ,(Agא כסף )הו PbTe במשניות גידול פאזות המסייע ב

Te2Ag . 

 טלוריד בכסף-עופרת  אילוחוריאציות שונות של    האחרון  קבוצתנו חקרנו במהלך העשורב

נוכחנו לראות כי גידול הפאזות . משולב של כסף וביסמוטאילוח וכן בטמפרטורות שונות, וזיקון 

גישה  מיםמייש ואנ זה במחקרנוובחנו דרכים לשלוט במהירות הגידול.  ,מתרחש בקצב מהיר

-ביצוע ניסויים לחקר הדיפוזיה של כסף בעופרתעם  ניתוח תיאורטי  שיטות חישוביות ומשולבת של  

בהשגת  סייעיכול לובכך  הללו,מחקר כזה יעזור בשיפור השליטה שלנו בגידול הפאזות  טלוריד.

 . טלוריד-עופרתשל אנרגיה ה תיעילות המרביפור משמעותי ש

טלוריד ופאזות עשירות -אחרי השינויים במיקרומבנה של עופרת עקבנואנו במחקר זה 

מ"צ, טמפרטורה  380 תחת טיפולים תרמיים ב X (XRD)רקציית קרני פדי בכסף באמצעות

את לקידום תהליכי זיקון. כמו כן אנו בוחנים  ויעיל תנאי מספיקשנמצאה אצלנו בקבוצה כ

המוליכות בנוסף,  טלוריד.-של עופרת התרמואלקטריות ההשפעה של טמפרטורה זו על התכונות 

 Laser תוך שימוש ב in-situנמדדו באמצעות ניסויי  Seebeckהתרמית והחשמלית וכן מקדם 

flash analysis  (LFAו )ב- Seebeck Analysis (SBA) .  צורת אפיון זו מהוה חידוש ביחס

 לפרוצדורות המקובלות כיום בתחום.

 ,הומוגניזציה בזמן ארוך,  כללה התכה בואקום  in-situ  וה    XRD  לניסויי ה  הכנת דגמים  

כבישה ות עברו בתנאים שונים. כמו כן, חלק מהאבק XRDנלקחה למדידות האבקה  .כתישהו

של הגדלים  in-situדגמים אלו נלקחו לצורך מדידות ה –לצורך הכנת דגמים צפופים  חמה

מהם  –, המוליכות התרמית והמוליכות החשמלית Seebeckמקדם , ז"א התרמואלקטריים

   .בזמן הצלחנו לחלץ את ההתפתחות של היעילות התרמואקלטרית

שעות עיקר בב ,במאפיינים האלקטרוניים של החומר מצאנו כי ישנם שינויים משמעותיים

מצאנו הנחתה בהולכה כסף. של ה אילוחבאחוזי ה באופן ניכרשתלויים  ,הראשונות של הזיקון

 .לקצב נוקליאציה גבוה של מתבדלים עשירים בכסףהתרמית עם זמן הזיקון, אותה ניתן לשייך 

לקשר לפאזה  אותה הצלחנו ,עשירה בכסףשל פאזה  לא צפויה הופעה והיעלמותנראתה  כןכמו 
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עזרה לנו לקבל  3AgTe תצפית על ההופעה וההיעלמות של הפאזה  .3AgTe סטבילית-אמטה

 כסף בתהליכים השונים.האילוח באינדיקציה והערכה לגבי התפקיד של 

 .כדי לחזות את מקדמי הדיפוזיה של כסף בעופרת טלורידשיטות חישוביות  שילבנו   ,בנוסף

המבוססת על  DFT (density functional theory) לשם כך, השתמשנו בתורת פונקציונל הצפיפות

יכולת הניבוי  (.Transition state theoryמצב המעבר )על תיאוריית  השיושמ ,עקרונות ראשוניים

עשירות פאזות ההלנו לנטר את קצב ההתפתחות של  תמאפשר ה זובשיט של מקדמי הדיפוזיה

 אילוחולבחון וריאציות שונות של תורת פונקציונאל הצפיפות איפשר לנו לבודד בשימוש  .כסףב

באתרים טלוריד -אנרגטית לאיכלוס הכסף בעופרתהעדיפות בדיקת הכסף בעופרת טלוריד, כגון 

 או החלפה של טלור במטריצה.  ,השונים: חדירה, החלפה של עופרת

מקדם  טלוריד.-כי קיימת עדיפות אנרגטית לאיכלוס כסף באתרי חדירה בעופרתמצאנו 

0D  =שחושב הינו  טלויד דרך אתרי חדירה -של כסף בעופרתאקספוננציאלי -הקדם הדיפוזיה

 1-s⸱2cm 5-10∙1.08  המבצעים דיפוזיה לאטומים האנרגיה הדרושה ז"א , ואנרגיית האקטיבציה

התחשבות תוך  mole⸱52.9 kJ-1הינה שחושבה  דיפוזיה,להתגבר על המחסום האנרגטי השריגי ל

וגדלים נוספים שהתקבלו  בהסתמך על גדלים אלה. (spin-orbit coupling) מסילה-צימוד ספיןב

מ"צ, הנדרש  380 -בדקות  15 זמן אופייני של כהערכנו  במחקרים קודמים שנעשו בקבוצה

מספיק ע"מ להשפיע על תכונות הטרנספורט  לצפיפות מתבדלים גבוההלמתבדלים להגיע 

לתוצאות אלה השלכות משמעותיות בחיזוי התפקוד של התקנים  .התרמואלקטריות

תרמואלקטריים תחת תנאי עבודה סטנדרטיים ובקביעת תנאי יציבות העבודה שלהם מבחינת 

 כושר המרת האנרגיה. 

 

 

 

 

 

 

 

 

 

 

 

 



 

116 

 

מכון  –בטכניון  בפקולטה למדע והנדסה של חומרים  אמויאל ירוןח' פרופ'  ו שלנעשה בהנחיית המחקר

בטכניון   'ייקובס ג 'ואןוג אירווין שם על מתקדמים לתארים  ספרה לבית מודה  אני  .טכנולוגי לישראל

ולפקולטה למדע והנדסה של חומרים בטכניון על התמיכה הנדיבה בהשתלמותי. ברצוני להודות גם למכון  

 .לחקר החלל ע"ש אשר ולמכון לננוטכנולוגיה ע"ש ראסל ברי בטכניון על מימון משלים לביצוע המחקר
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טלוריד  - מעבר מסה בתרכובות עופרת 

 מסוגסגות בכסף ליישומים תרמואלקטריים 

 

 

 

 חיבור על מחקר 

 לשם מילוי חלקי של הדרישות לקבלת התואר מגיסטר למדעים בהנדסת חומרים
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